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Analytical Modeling of Turbine
Cascade Leading Edge Heat
Transfer Using Skin Friction and
Pressure Measurements
The flow near the leading edge stagnation line of a plane turbine cascade airfoil is
analyzed using measurements, analytical modeling, and computational fluid dynamics
modeling. New measurements of skin friction and pressure are used to show that the
aerodynamics of the leading edge, within what we call the stagnation region, are well
described by an exact analytical solution for laminar stagnation-point or Hiemenz flow.
The skin friction measurements indicate the extent of the stagnation region. The same
parameters that characterize Hiemenz flow also characterize stagnation-point potential
flow. The thermal resistance of the laminar momentum boundary layer in Hiemenz flow is
absent in the inviscid solution. Consequently, the heat transfer in stagnation-point poten-
tial flow is greater than the heat transfer in Hiemenz flow. Based on measurements from
an earlier study, the highest heat transfer levels in the cascade occur along the leading
edge stagnation line. Stagnation-point potential flow provides a close, upper bound for
the measured heat transfer at this small but critical location within the stagnation region.
This paper describes how to apply the analytical model for predicting cascade
stagnation-line heat transfer using only surface pressure calculations.
�DOI: 10.1115/1.2812328�

Introduction
In a gas turbine, the leading edge of a turbine vane or blade

withstands the highest gas path pressures and temperatures of any
part of the airfoil surface. Detailed knowledge of the aerodynam-
ics and heat transfer sustained by a turbine airfoil leading edge
can help engineers develop designs that facilitate higher gas tem-
peratures and reduced cooling air loads, which leads to enhanced
efficiency, durability, and power density.

For example, consider the turbine designer’s task in specifying
leading edge film cooling hole location and cooling air flow rates,
necessary to protect a turbine airfoil immersed in gas path flows
whose temperatures exceed the airfoil’s superalloy melting point.
An error in hole location or in the cooling air pressure ratio in
relation to the leading edge gas path stagnation line might cause
airfoil gas path inhalation rather than film cooling exhalation, in-
ducing airfoil expiration. Avoiding that situation requires excess
cooling air, the use of which can be reduced only through im-
proved design based on a more thorough knowledge of leading
edge boundary layers and distributions of pressure and tempera-
ture.

It is difficult to get accurate and detailed flow field measure-
ments around a turbine airfoil leading edge because of the thin-
ness of the surface shear layers and the large gradients of velocity
and pressure. In this paper, we present detailed nonobtrusive mea-
surements of leading edge skin friction on a large-scale �ten times
engine scale� turbine cascade, shown in Fig. 1. Oil film interfer-
ometry �OFI� measurements, described by Holley and Langston
�1� and in the next section, were taken at 175 locations on the
airfoil leading edge. The leading edge of the turbine airfoil is
shown in detail in Fig. 2, with arclength s defined from the mea-
sured stagnation line and nondimensionalized by axial chord, bx.

A circular cylindrical leading edge with radius r=0.053
�1.49 cm /bx� extends from s=−0.098 to s= +0.048 on the pres-
sure side. Testing was carried out at engine Reynolds numbers
�5.9�105� but at low Mach numbers, which approximated incom-
pressible flow and duplicated conditions from earlier studies �1–3�
carried out with the same cascade.

Under these test conditions and using OFI skin friction and
static pressure measurements, it will be shown that Hiemenz flow
�4� accurately models the airfoil leading edge flow field. We call
this area of applicability the “stagnation region.” This region
amounts to 70% of the span and 55% of the circular cylinder
leading edge �see Fig. 2�, and we surmise that external turbulent
motion in the stagnation region has been dissipated. This stagna-
tion region, over which the Hiemenz exact solution to the Navier–
Stokes equations applies, surrounds the leading edge spanwise
stagnation line �i.e., attachment line in flow field topology�. The
stagnation line is formed by the loci of points where freestream
stagnation streamlines �Fig. 2� impinge along the airfoil leading
edge.

Experimental studies �1,3� have illustrated the complicated re-
lationship between skin friction and heat transfer on the surfaces
of a turbine cascade. Generally, high skin friction coincides with
high heat transfer. For such locations, Reynolds analogy has been
used by designers to infer heat transfer from skin friction. A tes-
tament to its utility is a recent study by Bons �5� that extends the
understanding and applicability of Reynolds analogy. There are,
however, locations in a cascade where high heat transfer coincides
with little to no skin friction. The leading edge stagnation line is
one such location, and it is the region of the highest heat transfer
levels as measured by Graziani et al. �3� in the cascade first stud-
ied by Langston et al. �2�.

Hiemenz flow and its inviscid counterpart, plane stagnation-
point potential flow, have locations of zero skin friction, and the
analytical models for these flows can be used to evaluate cascade
stagnation-line heat transfer. A single parameter a characterizes
Hiemenz flow �4�. We have found that the measured skin friction
and surface pressure in the stagnation region are predicted by

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF TURBOMACHINERY. Manuscript received May 30, 2007; final manu-
script received June 26, 2007; published online February 12, 2008. Review con-
ducted by David Wisler. Paper presented at the ASME Turbo Expo 2007: Land, Sea
and Air �GT2007�, Montreal, Quebec, Canada, May 14–17, 2007.
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Hiemenz flow when an appropriate value is chosen for the param-
eter a. We have also found that the stagnation-line heat transfer
measurements from other studies lie between values obtained
from Hiemenz flow and plane stagnation-point potential flow
�both characterized by the same a�. One implication is that turbu-
lence in the freestream flow causes momentum and thermal
boundary layers that are thinner than in Hiemenz flow, in a small
portion of the stagnation region very close to the stagnation line.

Furthermore, the measurements and analytical analysis are
complemented by computational fluid dynamics �CFD� analysis to
determine how the leading edge aerodynamics and heat transfer
might be predicted for other airfoil geometries. The best consis-
tency among CFD, analytical, and measured values was with re-
spect to surface pressure, which can be used to evaluate the pa-
rameter a. The analytical model characterized by a can then be
used to evaluate the stagnation-region boundary layer displace-
ment thickness and stagnation-line heat transfer.

Description of Experiment
The skin friction, static pressure, and Stanton number measure-

ments discussed in this study were taken in a plane turbine cas-
cade, represented in Fig. 1 and described briefly as follows. The
cascade contains four Pratt and Whitney JT9D first stage turbine
blades scaled to approximately ten times engine size, to an axial
chord of 0.281 m. The measurements were taken in different stud-
ies �Ref. �3� and the current study�, and they were taken with a
similar geometrical configuration, Reynolds number of 5.9�105,
boundary layer thickness, and incidence angle of 44.7 deg. This
point was emphasized so sets of different measurement quantities
could be compared, as is done in this study. More details of the
cascade are given in the table that follows and in the original
publication that details the experiment �2�.

Axial chord bx=0.281 m
Pitch/axial chord 0.9555
Span/axial chord 0.9888
Mean camber line angles 43.99 deg, 25.98 deg
Boundary layer thickness 3.30 cm
Displacement thickness 0.376 cm
Momentum thickness 0.279 cm
Shape factor 1.35
Turbulence intensity �3� 1% �0.1%

The coordinate system used in this study is described using
axial, transverse, and arclength dimensions. All lengths are scaled
by axial chord. Axial and transverse coordinates are x and y, re-
spectively, as in Fig. 3. The leading edge begins at x=0 and the
trailing edge ends at x=1; the center of the trailing edge radius
defines y=0. This study pertains to a particular region of the cas-
cade near the leading edge, as described in Fig. 2. The arclength
dimension has its origin at the measured midspan leading edge
attachment line, and is positive on the pressure side and negative
along the suction side.

Skin friction was measured using OFI, and the measurements
described in this study extend the sets of OFI measurements re-
ported in previous studies �1,6� using the same cascade. The OFI
technique provides simultaneous measurements of skin friction
and limiting streamline direction, time averaged over a wind tun-
nel run. The technique varies with each investigator, and in this
study, it is carried out by adhering a thin nickel foil strip to the
cascade surface at the measurement location. A set of silicone oil
droplets are applied to the foil, and the wind tunnel is run. During
the wind tunnel run, the droplets flow downstream, leaving behind
a trace amount of oil in the form of a film, the thickness of which
is on the order of a quarter micrometer �half wavelength of re-
flected light� and is measured interferometrically at the conclusion
of the wind tunnel run. Higher skin friction coincides with a more
gradually increasing oil film thickness, with interference patterns
that are more stretched. Lower skin friction, near the stagnation

Fig. 1 Schematic of the large-scale airfoil cascade used for
measurements of skin friction, static pressure, and heat trans-
fer. The inlet boundary layer measurement location also serves
as a reference location for total and static pressures.

Fig. 2 Arclength and normal coordinate definitions for airfoil
leading edge, with arclength and leading edge radius scaled by
axial chord. The extent of the stagnation region is about
−0.06<s<0.02.
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line, coincides with a more sharply increasing oil film thickness,
characterized by smaller interference fringe spacing. The skin fric-
tion value at the location where each droplet was originally ap-
plied is related to the spatial variation in oil film thickness and
wind tunnel run history of temperature, total pressure, and static
pressure. Figure 4 is an interferogram, with fringes visible in
many of the oil film traces. Dust renders some fringes useless for
measurements, particularly those fringes close to the attachment
or stagnation line. With repeated wind tunnel runs, dust filters,
various wind tunnel run times, and various oil viscosities, the skin
friction distribution was resolved. The error in the skin friction
measurements was evaluated as being within �5%. More details
of the OFI technique are given in previous studies �1,7�, by Driver
�8� and by Naughton and Sheplak �9�.

This study was initiated by a measurement repeatability prob-
lem with the OFI technique. It was found that the streamwise

edges of the nickel foil on the airfoil surface were causing the
formation of wakes that propagated spanwise, interfering with
measurements far downstream of the leading edge. As pointed out
by Panton �10�, the displacement thickness near the stagnation
point of various shapes can be estimated from the Hiemenz flow
solution, giving indication of the size of a surface feature that
might cause a wake formation. Noting the defect introduced by
the nickel foil, using wider nickel strips, and avoiding the wakes,
the problem with the technique was resolved.

More detail of the wake problem is as follows. When using the
nickel foil strip for OFI measurements, a good practice is to use
multiple measurements to check repeatability with respect to
placement of the nickel foil on the surface. Typically, the concern
was that the upstream edge of the nickel foil strip might interfere
with the measurement. Multiple measurements in the same loca-
tion on the cascade surface can be used to establish the invariance
of the measurement with respect to distance between the measure-
ment location and the protuberance introduced with the nickel
foil. When repeatability was not observed on the suction side,
longer nickel foil strips were used, and eventually the foil strips
were wrapped completely around the leading edge of the airfoil so
that there was no upstream protuberance introduced with measure-
ment. Measurements, however, were still not repeatable, and an
explanation was posed that the flow was transitional and suscep-
tible to wide fluctuations in skin friction. Then, it was observed
that when wider foil strips were used, high values of skin friction
were consistently measured toward the streamwise edges of the
nickel foil strip. Further experiments indicated wake formation
along the streamwise protuberance of the foil, and the same be-
havior was observed using a 50 �m diameter wire wrapped
streamwise around the airfoil leading edge. The wakes formed
near the leading edge, and grew in the spanwise direction as they
flowed over the suction side of the airfoil, to where they detached
from the surface at a separation bubble. The problem of wake
formation was resolved by using nickel foil strips that were suf-
ficiently wide so that the wakes did not affect the measurements
toward the center of the strips. Measurements were repeated with
the strip at different spanwise locations to check invariance with
respect to placement of the strip. The indication of this problem
and its solution is that the boundary layer thickness near the lead-
ing edge is on the order of the nickel foil thickness, which is
50 �m.

Static pressure measurements were taken at midspan locations
of Airfoils 2 and 3 �see Fig. 1�. The measurements are used to
evaluate cascade periodicity, which is a criterion for reproducing
cascade conditions for the skin friction, static pressure, and heat
transfer measurements. The static pressure measurements are plot-
ted in Fig. 5, showing comparison with a potential flow solution.
The tailboards and bleeds in Fig. 1 are adjusted with the aim of
matching the measurements between airfoils and with the poten-
tial flow solution for an infinite cascade. The largest deviation
occurs approaching the suction side trailing edge, where the influ-
ence of the end walls in this low aspect ratio cascade causes
decreased loading. The error in static pressure coefficient was
evaluated as being within ��0.02+1.4% �.

Heat transfer measurements were taken on Airfoils 2 and 3 and
on the end wall between those airfoils in a study by Graziani et al.
�3�. An electrically resistive surface provided constant heat flux,
and thermocouples were used to measure surface temperature.
That information, along with the reference temperature and pres-
sures, were used to evaluate the Stanton number. The measure-
ments were carried out with a thin and thick inlet boundary layer;
the thick boundary layer is consistent with the original �2� and the
current study.

Analytical Evaluation of Skin Friction, Static Pressure,
and Heat Transfer in Hiemenz Flow

The relations used in this study to assess the airfoil leading
edge measurements and calculations of skin friction, static pres-

Fig. 3 Cascade coordinate system with stagnation streamline
and lengths scaled by axial chord. Stagnation line measured at
x=0.036, y=0.571, where s=0 is prescribed.

Fig. 4 This interferogram is from OFI applied to a 50 �m thick
nickel foil substrate wrapped around the leading edge of a
plane turbine cascade airfoil at midspan
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sure, and heat transfer are based on Hiemenz flow. As shown in
Fig. 6, Hiemenz flow is the description of a two-dimensional lami-
nar incompressible viscous flow impinging on a surface, and is
one of the few exact analytical solutions to the Navier–Stokes
equations. Far from the surface, Hiemenz flow is described by a
plane stagnation-point potential flow, where

u =
s

L
v = −

n

L
�1�

The parameter a=Uo /Lbx is typically used to describe the velocity
gradient along the attachment streamline at the stagnation point,
and a is represented implicitly in Eq. �1� with the length and
velocity scales. We choose to represent the gradient in terms of the
cascade reference velocity �nominally Uo=34 m /s� and a distance
L along the stagnation streamline from the airfoil leading edge or
surface in Hiemenz flow, as shown in Fig. 7. In the potential flow
solution for the cascade, the velocity along the inlet stagnation
streamline is bounded by Uo, and the velocity gradient converges
to a value of a near the stagnation point. The choice of Uo for the
velocity simplifies the relations that describe skin friction, static
pressure, and Stanton number.

In Hiemenz flow, the velocity field is described �4� by a simi-
larity solution

u =
s�����

L
v = −

����
�Re L

� = n�Re

L
�2�

Far from the surface, the slope of � is 1, and the displacement
thickness �* is the distance along the abscissa between � and a
line of slope 1 passing through the origin. As tabulated by Schli-
chting �4�, �=4.6→�=3.9521, and

�* =�
0

� �1 −
u

u�
�dn =�

0

�

�1 − ���d�
dn

d�
= 0.6479� L

Re
�3�

The displacement thickness �physically, the distance by which the
solid surface would have to be displaced to maintain the same
mass flow rate in a hypothetical inviscid flow� is constant along s.
The skin friction coefficient is evaluated from the tables with �
=0→��=1.2326, and

Cf =
�Uo/bx	�u/�n	n=0

�1/2��Uo
2 = 2���0�

s/L
�Re L

= 2.4652
s/L

�Re L
�4�

varies linearly with s and is zero at the stagnation point. The
surface pressure varies from the stagnation point with the square
of the velocity at the edge of the boundary layer

Cp =
p

�1/2��Uo
2 = 1 − u2 = 1 − � s

L
�2

�5�

A similarity solution can be applied to the energy equation for
Hiemenz flow to obtain a Stanton number relation for direct com-
parison to heat transfer measurements. The similarity solution for
constant surface temperature is attributed to Squire �11�. As
pointed out by Kays and Crawford �12�, the heat transfer coeffi-
cient is constant along s for the constant temperature solution.
Since the similarity variable is independent of s, Hiemenz flow
has the interesting characteristic that the constant heat flux and
constant surface temperature solutions are identical. Conse-
quently, the Stanton number is uniform along s whether the sur-
face is constant temperature or constant heat flux. Although the
temperature field can be solved by White �13�, for example, we
are looking only for Stanton number. Unlike the flow solution, the
heat transfer solution is not exact because viscous dissipation,
which occurs over the entire domain, is neglected. The s depen-
dent terms of the energy equation drop out, leaving

Fig. 5 Midspan static pressure measurements for Airfoils 2
and 3, and potential flow solution

Fig. 6 Hiemenz flow, or plane stagnation-point flow, following
Schlichting †4‡

Fig. 7 Qualitative representation of velocity scaled by Uo and
length scaled by bx along a stagnation streamline for plane
stagnation-point potential flow, Hiemenz flow, and cascade
wind tunnel flow

021001-4 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



d2	

d�2 = − Pr �
d	

d�
	 =

T − To

Tw − To
�6�

which can be integrated twice to obtain the dimensionless tem-
perature profile. One boundary condition is the surface condition;
the dimensionless surface temperature profile relates to a surface
heat flux as


 d	

d�



�=0
= −

qbx

k�Tw − To�
� L

Re
= − St Pr �Re L �7�

where q is constant. The remaining boundary condition is 	→0
for large �, and

	 = 1 − St Pr �Re L�
0

�

e−Pr 
�h�dh �8�

with 
=�0
���h�dh. For large �, 	 tends toward zero, and the

relationship for Stanton number in Hiemenz flow is

St Pr �Re L = ��
0

�

e−Pr 
���d�−1

� 0.57 Pr0.393 �9�

which is within 1% for 0.2�Pr�2.
The Stanton number for plane stagnation-point potential flow is

derived using Eq. �1�, instead of Eq. �2�, for the velocity profile in
Eq. �6�. The result is an error function solution for surface heat
transfer,

St Pr �Re L = ��
0

�

e−�1/2�Pr �2
d�−1

=�2 Pr

�
�10�

To summarize, for Hiemenz flow, the skin friction profile varies
linearly with x and is zero at the stagnation point, the static pres-
sure varies as a parabola, and heat transfer is uniform. The thermal
boundary layer for Hiemenz flow is thicker than for plane
stagnation-point potential flow because the momentum boundary
layer is absent, as shown in Fig. 8. Consequently, for equivalent
values of wall and freestream temperature, the heat flux in Hi-
emenz flow is smaller than in plane stagnation-point potential
flow. These relations will be used to analyze the measurements
and CFD calculations.

Computational Fluid Dynamics Simulation
A two-dimensional model of the cascade was used to evaluate

the skin friction, static pressure, and heat transfer near the leading
edge of the airfoil at midspan. The 32,000 cell domain extended
upstream of the leading edge by 0.7bx and downstream of the
trailing edge by 2bx. The cells lying adjacent to the airfoil ex-
tended about �* �50 �m /bx� from the surface near the stagnation
point. The simulation was run in FLUENT 6.2.16. The maximum y+

value along the airfoil surface was 10 �at the stagnation point
where w=0, y+ is zero and therefore not a useful parameter at that
location�. Further grid refinement near the airfoil surface did not
change the solution near the stagnation point. The model was run
using the Spalart–Allmaras turbulence model with default closure
coefficients �14�. A second order upwind scheme was used for the
equations solved. Due to the thinness of the boundary layer near
the stagnation point, the near-wall turbulence damping terms in
the Spalart–Allmaras model reduced the eddy viscosity to negli-
gible levels, and the turbulent solution near the stagnation point
was indistinguishable from a laminar solution.

To test the modeling approach, Hiemenz flow was also simu-
lated in FLUENT. Similar grid spacing was used at the surface as
was used in the cascade model. The nominal cascade reference
velocity Uo=34 m /s was used along with half the leading edge
radius of the airfoil L=5.3% �as suggested by Panton �10�� to
evaluate a and prescribe the far-field velocity. The skin friction,
static pressure, and heat transfer values were within 1% full scale
of the analytical solution values.

Results and Discussion
The measured skin friction profile along the surface coordinate

s is approximately linear near the leading edge, and this profile
characterizes the Hiemenz flow that in turn describes the leading
edge aerodynamics. Figure 9 shows the skin friction results, rep-
resenting 240 OFI measurements from 15% to 60% span. The
slope of the skin friction measurements can be used to evaluate
the parameter L, which along with Uo characterizes Hiemenz flow,
as in Eq. �4�. The linear region extends mostly into the suction
side with little on the pressure side. Positive and negative skin
friction values represent direction of the flow toward the pressure
and suction sides, respectively, with interpolation of the skin fric-
tion measurements yielding Cf =0 along the stagnation line. A fit
to the measurements in the linear region yields a value of 3.8% for
the parameter L. The CFD shows a narrower linear region, and at

Fig. 8 Momentum and thermal boundary layers in Hiemenz
flow and plane stagnation-point potential flow

Fig. 9 Skin friction measurements from 15% to 60% span with
CFD calculations and a Hiemenz analytical solution fit to mea-
surements. The extent of the stagnation region is about −0.06
<s<0.02.
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s=0, the slope yields a value of 5.0% for the parameter L. The
linearity of the skin friction measurements indicates that Hiemenz
flow describes the aerodynamics over 70% of the airfoil span and
over an arclength of −0.06�s� +0.02, about 55% of the cylin-
drical portion of the leading edge. This region, where Hiemenz
flow describes the aerodynamics, is what we call the stagnation
region. End wall effects, where the leading edge shear stress has a
spanwise component, were observed within 15% of span at each
end wall.

Hiemenz flow, as characterized by the skin friction measure-
ments, indicates the leading edge boundary layer displacement
thickness. Based on the measurements with L=3.8% and using
Eq. �3�, the displacement thickness in the stagnation region is
�*=0.016% �45 �m /bx�. The nickel foil used to measure the skin
friction is 50 �m thick, which indicates why the edge of the foil is
the source of the OFI measurement complications mentioned ear-
lier.

The static pressure measurements and CFD calculations are
consistent with the Hiemenz flow analytical solution as character-
ized by the parameter L=3.8% fit to the skin friction measure-
ments. Figure 10 represents the pressure measurements, CFD cal-
culations, and the analytical solution, Eq. �5�, for the midspan
leading edge pressure distribution. The measurements, CFD cal-
culations, and analytical solution fit well in the stagnation region
indicated by the linear skin friction profile. The CFD static pres-
sure profile fits well to the parameter L=3.8%; so it appears that
the calculated skin friction profile, for which a larger 5.0% value
for L was required to fit the analytical solution, was not accurately
resolved.

Approaching s=−0.1, there is increased scatter in the pressure
measurements due possibly to the abrupt change in static pressure,
or the pressure measurements could be affected by wakes gener-
ated from the upstream taps, which are holes approximately 8�*

in diameter. OFI measurements indicate the presence of a wake
downstream of the midspan pressure taps when the nickel foil
strip was not wrapped around the airfoil leading edge, leaving the
leading edge pressure taps uncovered. It is unclear at what point
this wake is formed, since the pressure measurements closer to-
ward the stagnation line, where the velocity is lower, do not ap-
pear affected. Further down the suction side, by s=−0.2, the scat-
ter in the measurements is diminished.

Measurements and calculations indicate that the heat transfer in
the stagnation region is not constant along s as predicted with the
analytical models �Eqs. �9� and �10��, but plane stagnation-point
potential flow provides a Stanton number close to the measured
value at the stagnation line. Figure 11 shows the midspan Stanton

number measurements and the STAN5 predictions from that study
�3�. Also shown are the current CFD calculations and the analyti-
cal solutions �Eqs. �9� and �10��, for which L is evaluated based
on the skin friction measurements and static pressure measure-
ments and calculations. The STAN5 Stanton number calculations
are closest to the measurements overall, but both STAN5 and the
current CFD results are very close to the analytical value corre-
sponding to Hiemenz flow at the stagnation line; the measured
value at this location is 20% higher. The Stanton number relation
for plane stagnation-point potential flow �Eq. �10��, however,
yields a value of St=6.32�10−3, which is only 8% higher than
the measured value of 5.86�10−3. The results from Eqs. �9� and
�10� bound the measurement. Apparently, freestream turbulence is
causing thinner momentum and thermal boundary layers than Hi-
emenz flow can account for, in a small portion of the stagnation
region very close to the stagnation line. This is consistent with the
observation that a heat transfer model, which does not account for
a momentum boundary layer, gives a result closer to the measured
heat transfer value. An analogous example is the slug flow model
used to calculate heat transfer between a flat plate and low Prandtl
number fluids �liquid metals� in laminar flow �15�.

These results indicate an approach for the prediction of heat
transfer at the leading edge stagnation line, where the highest heat
transfer levels in turbine cascades usually occur. Surface pressure
is typically a reliable CFD calculation available to a turbine de-
signer. Once the Hiemenz or plane stagnation-point potential flow
is characterized, the stagnation-point Stanton number can be
bracketed using Eqs. �9� and �10�, where L is evaluated from the
predicted leading edge pressure distribution.

Comparisons With Other Studies
When compared to three other cascade studies, heat transfer

predictions based on Hiemenz flow and plane stagnation-point
potential flow bound the heat transfer measurements, while for
studies of flow over cylinders, some heat transfer measurement
values exceed predictions based on the inviscid model. Consider
Eqs. �9� and �10� combined to form a range of leading edge heat
transfer values; the following is accurate within 1% for 0.2�Pr
�2;

Fig. 10 Measured and calculated midspan static pressure with
Hiemenz flow analytical values Fig. 11 Measured †3‡ and calculated midspan Stanton number

along with Hiemenz flow and plane stagnation-point potential
flow analytical values. The extent of the stagnation region is
about −0.06<s<0.02.
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0.57 Pr−0.107 � St�Pr Re L �� 2

�
= 0.80 �11�

The left side corresponds to the lower heat transfer rates based on
Hiemenz flow, and the right side corresponds to higher heat trans-
fer rates based on plane stagnation-point potential flow. Once L
has been evaluated for a particular set of Stanton number mea-
surements taken at a given Reynolds number, it is simple to de-
termine whether or not the model fits.

At this point, it is convenient to point out that the parabolic
relationship between arclength and static pressure �Eq. �5�� ap-
plies also to the stagnation region of a cylinder in crossflow. A
value of L=1 /4 the cylinder diameter is given by Panton �10�.
Upon inspection of the pressure profile around a cylinder, that
given by Hoerner �16� for example, Cp=0 at 30 deg or at s
=� /12=0.26, which characterizes L in terms of the cylinder di-
ameter per Eq. �5�, yielding �D=12L. Further inspection of the
pressure profile shows that within 30 deg of the stagnation line,
the pressure profile is mainly independent of whether the flow is
subcritical or supercritical. The range of Stanton number in Eq.
�11� can be interpreted as a range of Frössling number for a cyl-
inder with similar stagnation-region fluid mechanics.

1.11 Pr0.393 �
NuD

�ReD
�

�24 Pr

�
= 1.56�Pr �12�

It is important to note that the equivalent cylinder diameter D does
not necessarily correspond to the leading edge curvature or radius.
The relationship between L and D is dependent on the stagnation-
region fluid mechanics, not necessarily the stagnation-region ge-
ometry. In the current study, for example, the value of L was
found to be 3.8%, which corresponds to D=14.5%, rather differ-
ent from the geometrical diameter of the airfoil leading edge,
10.6% �see Fig. 2�. Another example is Hiemenz flow itself; with
a surface of infinite radius of curvature, there is no quantitative
relationship between D and L.

Four cascade studies with a total of five airfoils were chosen for
comparison with the analytical model in this paper. Figure 12
shows the five airfoil shapes considered for comparison. The first
study is by Ames et al. �17�, where midspan heat transfer on an
inlet guide vane was measured over several Reynolds numbers
and inlet turbulence conditions. The parameter L was determined
by a fit of Eq. �5� to a pressure profile generated using CFD, the
results of which were provided by Professor Ames; the fit re-
sembles Fig. 10 and resulted in L=12.2%. The value of the pa-
rameter is high relative to that from the turbine blade featured in
the current study, but for the case of the inlet guide vane, Rey-
nolds number was based on the exit velocity and airfoil chord �not
inlet velocity and axial chord�. As an additional check, the value
of L for the inlet guide vane was evaluated from STAN7 heat

transfer predictions reported along with the measurements. We
expected that the STAN7 predictions could be used to accurately
evaluate L, because the STAN5 prediction was very close to the
prediction using Hiemenz flow in Fig. 11. The STAN7 predictions
reported by Ames used with Eq. �11� resulted in a value of L
identical to that evaluated using the pressure profile. The measure-
ments correlate neatly in the range bounded by the models based
on Hiemenz flow and plane stagnation-point potential flow �Eq.
�11��, as shown in Fig. 13. Larger values of Reynolds number and
turbulence intensity tend to put values of St�PrReL closer to the
model based on potential flow.

The second study for comparison is by Hylton et al. �18�. In
their report, heat transfer to cooled inlet guide vanes was mea-
sured, with the cascade inlet flow a nominal 800 K. The results
from two different inlet guide vanes were reported for a total of 36
leading edge midspan stagnation-line heat transfer measurements,
with Reynolds numbers from 3.5�105 to 7.4�105. Two values of
turbulence intensity were reported: 6.5% and 8.3%. The parameter
L was evaluated for each vane using reported STAN5 predictions
of stagnation-line heat transfer and Eq. �11�, yielding L=5.9% for
the MarkII vane and L=5.5% for the C3X vane. The measure-
ments are bounded well with the model �Eq. �11��. With the ex-
ception of one value of St�PrReL at 0.57, the remaining 35 mea-
surements were between 0.59 and 0.72, with no apparent
sensitivity to Reynolds number or to the two similar turbulence
intensity levels tested.

The third cascade study for comparison is by Wang et al. �19�.
In that study, mass transfer measurements from a turbine blade
were reported for a Reynolds number of 2�105 and turbulence
intensity ranging from 0.2% to 18%. Conveniently, the results
were represented in terms of NuD /�ReD. Surprisingly, the eight
measurements reported by Wang et al. have values of NuD /�ReD
between 0.95 and 1.05, with no apparent sensitivity to the large
range of turbulence levels reported. As with the other two cascade
studies, the model still bounds the measurements.

The analytical model bounds most of the reported heat and
mass transfer measurements from cylinders considered, but some
measurements exceed values predicted with the model. Three
studies of cylinders �20–22� were considered for comparison with
the analytical model �Eq. �12��. One more study by Mehendale et
al. �23�, of heat transfer from a rectangular strut with a semicy-
lindrical leading edge, was considered for comparison. Reynolds
numbers �where bx is the cylinder diameter� for the four studies
were 0.3�105–2.4�105, and turbulence levels from 0% to 13%
were reported. The lowest turbulence levels in each study coin-
cided with low values of NuD /�Re, consistent with heat transfer

Fig. 12 Airfoil shapes considered for comparison to leading
edge heat transfer model „Eq. „11……

Fig. 13 Cascade heat transfer data from four studies of five
airfoils, with all Reynolds numbers based on cascade inlet ve-
locity „choice of length scale does not affect the result…
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based on Hiemenz flow. About three quarters of the measurements
were within the range of the analytical model, but each study
reported some values exceeding those in Eq. �12�, by up to 26% in
the study of Kestin and Wood �22�. The values that exceeded
those predicted with the model corresponded to the higher Rey-
nolds numbers and turbulence levels tested in each study.

These cylinder comparisons raise some questions about the
model. For the cascade studies, there was varying sensitivity to
turbulence levels, which could be explained perhaps by Reynolds
number or blade geometry. For the cylinder studies, each one
reported heat transfer levels that exceed the model predictions.
The study by Mehendale et al. �23� excludes the explanation that
the increased heat transfer levels are due to wake shedding from
the cylinders. It is clear though that for some conditions, some
mechanism for advection exceeds that which would occur in a
steady, two-dimensional, plane stagnation-point potential flow.
The analytical modeling in this study has been demonstrated,
however, to bound the four, open-literature, cascade heat transfer
measurements well.

Summary and Conclusion
For a particular plane turbine cascade, measurements and cal-

culations, both analytical and CFD, show that skin friction, sur-
face pressure, and heat transfer near the airfoil leading edge can
be represented by Hiemenz flow and plane stagnation-point poten-
tial flow. Skin friction follows a linear profile in the stagnation
region, similar to Hiemenz flow for 70% of the leading edge span
and for 55% of the circular portion of the leading edge arclength.
The surface pressure profile in that same region follows that from
Hiemenz or plane stagnation-point potential flow. The heat trans-
fer measured at the stagnation line is in close agreement with that
evaluated from plane stagnation-point potential flow, using param-
eters characterized by either the skin friction or surface pressure
measurements. For heat transfer prediction at the stagnation line,
the calculated pressure profile provides the most reliable evalua-
tion of the parameters that characterize the representative plane
stagnation-point potential flow. Furthermore, the Hiemenz flow
representation can provide an estimate of the leading edge bound-
ary layer thickness.

The analytical modeling of heat transfer based on Hiemenz
flow and plane stagnation-point potential flow was compared to
measurements from other studies. For cascades, measurements are
bounded well by the model, although there is apparent varying
sensitivity to turbulence levels. Measurements from cylinders are
mostly bounded by the model, but some heat transfer levels ex-
ceed the modeling predictions.

There are two implications of this work for a turbine designer.
The first is that leading edge heat transfer levels can be predicted
using Eq. �11� or �12�, simply with a calculated airfoil pressure
profile. The second is that keeping PrRe constant, Eq. �11� shows
that it is possible to select a larger value of L such that leading
edge Stanton number will be reduced. The designer can then alter
the airfoil pressure distribution �i.e., airfoil shape� to get a new
parabolic stagnation-region pressure distribution �Fig. 10� to yield
the higher value of L, with a resulting decrease in leading edge
heat transfer. This would reduce cooling requirements and in-
crease the durability for the leading edges of turbine airfoils.
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Nomenclature
a � velocity profile parameter, Uo /Lbx, 1/s

bx � axial chord, 0.281 m
CFD � computational fluid dynamics

Cf � skin friction coefficient, w / �1 /2��oUo
2

cp � constant pressure specific heat, J/kg K
Cp � static pressure coefficient, �P− Po� / �1 /2��oUo

2

D � equivalent cylinder diameter, 12L /�
Fr � Frössling number, NuD /�Re
h � integration variable
k � thermal conductivity, W/m K
L � length parameter, scaled by bx
n � normal coordinate, perpendicular to blade sur-

face, scaled by bx
NuD � Nusselt number, StPrReD

p � pressure, Pa
Pr � Prandtl number, � /�
q � heat flux, W /m2

r � leading edge radius, scaled by bx
Re � Reynolds number, Uobx /�

s � blade arclength from leading edge attachment
line, scaled by bx

St � Stanton number, q / �Tw−To��Uocp

T � temperature, K
u ,v � velocities in s and n directions, scaled by Uo
Uo � cascade inlet velocity, m/s

x � axial coordinate, scaled by bx
y � pitchwise coordinate, scaled by bx

Greek Symbols
� � thermal diffusivity, m2 /s

�* � displacement thickness, scaled by bx
� � similarity variable
	 � dimensionless temperature
� � dynamic viscosity, Pa s
� � kinematic viscosity, m2 /s
� � density, kg /m2

 � shear stress, Pa
� � similarity profile

 � integral of �

Subscripts
o � reference
w � wall
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Effect of a Cutback Squealer and
Cavity Depth on Film-Cooling
Effectiveness on a Gas Turbine
Blade Tip
Film-cooling effectiveness from shaped holes on the near tip pressure side and cylindrical
holes on the squealer cavity floor is investigated. The pressure side squealer rim wall is
cut near the trailing edge to allow the accumulated coolant in the cavity to escape and
cool the tip trailing edge. Effects of varying blowing ratios and squealer cavity depth are
also examined on film-cooling effectiveness. The film-cooling effectiveness distributions
are measured on the blade tip, near tip pressure side and the inner pressure side and
suction side rim walls using pressure sensitive paint technique. The internal coolant-
supply passages of the squealer tipped blade are modeled similar to those in the GE-E3

rotor blade with two separate serpentine loops supplying coolant to the film-cooling
holes. Two rows of cylindrical film-cooling holes are arranged offset to the suction side
profile and along the camber line on the tip. Another row of shaped film-cooling holes is
arranged along the pressure side just below the tip. The average blowing ratio of the
cooling gas is controlled to be 0.5, 1.0, 1.5, and 2.0. A five-bladed linear cascade in a
blow down facility with a tip gap clearance of 1.5% is used to perform the experiments.
The free-stream Reynolds number, based on the axial chord length and the exit velocity,
was 1,480,000 and the inlet and exit Mach numbers were 0.23 and 0.65, respectively. A
blowing ratio of 1.0 is found to give best results on the pressure side, whereas the tip
surfaces forming the squealer cavity give best results for M =2. Results show high film-
cooling effectiveness magnitudes near the trailing edge of the blade tip due to coolant
accumulation from upstream holes in the tip cavity. A squealer depth with a recess of
2.1 mm causes the average effectiveness magnitudes to decrease slightly as compared to
a squealer depth of 4.2 mm. �DOI: 10.1115/1.2776949�

Keywords: gas turbine, blade tip, film cooling, pressure sensitive paint, E3 blade,
cascade

Introduction
The concept of cooling a surface subjected to high mainstream

temperatures by perforating the surface with several discrete holes
and passing cold air �film cooling� through them is a popular
technique used in several applications. The surface under test can
be maintained at a cooler temperature due to formation of a thin
protective film of relatively colder air on the surface. This tech-
nique has been successfully employed for cooling of gas turbine
blades subjected to very high mainstream gas temperatures. A
high and uniform film-cooling effectiveness on the blade surface
will ensure superior performance and thermal fatigue life for the
blade, thus making it an important parameter in its design. Hot
gases from the combustor enter the turbine, resulting in a signifi-
cant heat load on the turbine components. One of the regions more
susceptible to thermal failure is the blade tip due to its severe
environment and difficulty in cooling. Large leakage flow occurs
on the tip due to a high-pressure differential from pressure to
suction side. This leakage mass flow can be reduced by using a
labyrinthlike recessed cavity also known as the squealer tip. The
presence of film cooling on the tip further reduces heat transfer
from the mainstream gas to the blade tip. A comprehensive com-
pilation of the available film-cooling techniques used in the gas
turbine industry has been encapsulated by Han et al. �1�.

Experimental investigations performed in the general area of
film cooling on a blade tip are limited with few papers available in
open literature. Film cooling on a blade tip was first studied by
Kim and Metzger �2� and Kim et al. �3� by using a 2D rectangular
tip model to simulate leakage flow between the tip and the shroud.
Various film-cooling configurations were examined using a tran-
sient liquid crystal technique and the results for heat transfer co-
efficients and film-cooling effectiveness were reported. Kwak and
Han �4,5� studied the local heat transfer distribution and film-
cooling effectiveness using hue detection based transient liquid
crystal technique on the blade tip for plane and squealer tip ge-
ometry. A GE-E3, five-blade linear cascade was used similar to the
one used in the present paper. They used three tip gap clearances
�1.0%, 1.5%, and 2.5% of blade span� along with three average
blowing ratios �0.5, 1.0, and 2.0� for the coolant. Increasing blow-
ing ratio increased film effectiveness but overall heat transfer co-
efficients decreased. Their results also showed that the squealer
geometry showed higher film-cooling effectiveness and lower heat
transfer coefficients compared to the plane tip geometry due to its
smaller leakage flow.

Ahn et al. �6� presented film-cooling effectiveness results using
the pressure sensitive paint �PSP� technique on a plane and
squealer blade tip with one row of holes on the camber line and
another row of angled holes near the pressure side tip. They used
the same high flow cascade as the present study and investigated
the effects of tip gap clearance �1.0%, 1.5%, and 2.5% blade span�
and blowing ratio �M =0.5, 1, and 2�. They noted that higher
blowing ratios give higher effectiveness. Results with plane tip
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showed clear traces of the coolant path, while for squealer tip,
coolant accumulation effects were observed on the cavity floor.
Christophel et al. �7,8� studied film cooling and heat transfer using
the infrared technique on a plane tip under low-speed conditions.
They used four different coolant flow rates �0.47%, 0.58%, 0.68%,
and 1.0% passage flow� for two tip gaps. A row of holes was
located on the pressure side just below the tip with two more dirt
purge holes on the tip itself. They found that a smaller tip gap and
larger coolant flow showed better cooling. They also found that
higher blowing ratios resulted in higher augmentations on tip heat
transfer but with an overall net heat flux reduction when combined
with adiabatic effectiveness measurements. Mhetras et al. �9�
studied film-cooling effectiveness on all surfaces of a squealer
tipped blade in a linear high flow cascade using the PSP tech-
nique. Coolant was injected through shaped holes near the pres-
sure side similar to the present study and cylindrical holes on the
cavity floor. The shaped holes on the pressure side near the tip
showed a large coolant spread, consequently resulting in good
film coverage. The coolant from the tip holes was directed toward
the pressure side inner squealer rim wall to provide additional
cooling.

Some experimental investigations have also been performed to
study heat transfer on the blade tip under rotating conditions. Heat
transfer coefficients on the blade tip and the shroud were mea-
sured by Metzger et al. �10� using heat flux sensors in a rotating
turbine rig. Dunn and Haldeman �11� measured time-averaged
heat flux at a recessed blade tip for a full-scale rotating turbine
stage at transonic vane exit conditions. Their results showed that
the heat transfer coefficient at the mid- and rear portions of the
cavity floor is of the same order as the blade leading edge value.
Rhee and Cho �12,13� investigated the mass transfer characteris-
tics for a flat tip on the tip, shroud, and near tip regions. Heat
transfer on the tip under rotating conditions was found to be about
10% lower than the stationary case due to relative motion between
the shroud and tip. Heat transfer using heat flux gages on a rotat-
ing tip was studied by Molter et al. �14� for a high-pressure tran-
sonic turbine stage. They performed heat transfer and pressure
measurements on a flat as well as a squealer tip and found that at
the fundamental vane-crossing frequency, wake/shock distur-
bances can be significant on the tip surface.

There are many papers available in open literature, which dis-
cuss heat transfer coefficients on the blade tip and near tip regions.
Several of these papers present results under engine representative
mainstream flow conditions. Local heat transfer coefficients on a
turbine blade tip model with a recessed cavity �squealer tip� were
studied by Yang and Diller �15� in a stationary transonic linear
cascade. Bunker et al. �16� utilized a hue detection based liquid
crystal technique to obtain local heat transfer distributions on a
plane blade tip in a stationary cascade. They studied the effects of
tip gap clearance and free-stream turbulence intensity levels. Azad
et al. �17,18� used transient liquid crystal technique to study heat
transfer. They compared squealer tip and plane tip geometry and
concluded that the overall heat transfer coefficients were lower for
squealer tip case. Bunker and Bailey �19� studied the effect of
squealer cavity depth and oxidation on turbine blade tip heat
transfer. Azad et al. �20� and Kwak et al. �21� investigated the heat
transfer on several different squealer geometries. A suction side
squealer tip was found to give the lowest heat transfer among all
cases studied. Heat transfer coefficient distributions for plane and
squealer tip and near tip regions were presented by Kwak and Han
�22,23� in two papers. By using a squealer tip, heat transfer was
found to decrease on the tip and near tip regions.

A few of the many papers on blade tip heat/mass transfer per-
formed under low-speed conditions are also discussed. Investiga-
tions comparing a rotating and stationary shroud were performed
by Mayle and Metzger �24�. They noted that the effect of shroud
rotation could be neglected to measure the blade tip heat transfer
over the entire range of parameters considered in the study. Heyes
et al. �25� studied tip leakage flow on plane and squealer tips in a

linear cascade and concluded that the use of a squealer tip, espe-
cially a suction side squealer tip, was more beneficial than a flat
tip. Heat transfer coefficients and static pressure distributions of a
large-scale turbine blade tip were measured by Teng et al. �26� in
a low-speed wind tunnel facility using a transient liquid crystal
technique. Mass transfer technique was used by Papa et al. �27� to
study local and average mass/heat transfer distributions on a
squealer tip and winglet-squealer tip in a low-speed wind tunnel.
Jin and Goldstein �28,29� also used this technique on a simulated
high-pressure turbine blade tip and near tip surfaces. They ob-
served that the average mass transfer from the tip surface was
much higher than that on pressure and suction side surfaces. Sax-
ena et al. �30� investigated the effect of various tip sealing geom-
etries on blade tip leakage flow and heat transfer of a scaled up
high-pressure �HP� turbine blade in a low-speed wind tunnel fa-
cility using a steady state liquid crystal technique. They noted that
the trip strips placed against the leakage flow produce the lowest
heat transfer on the tips compared to all the other cases.

Some numerical investigations have also been carried out to
study heat transfer and film-cooling effectiveness on blade tip.
The effects of tip clearance and casing recess on heat transfer and
stage efficiency for several squealer blade tip geometries were
predicted by Ameri et al. �31�. Ameri and Rigby �32� also calcu-
lated heat transfer coefficients and film-cooling effectiveness on
turbine blade models. Numerical results for heat transfer and flow
obtained by Ameri and Bunker �33� were compared to the experi-
mental results from Bunker et al. �16� for a power generation gas
turbine. Numerical techniques were also utilized by Yang et al.
�34,35� to study flow and heat transfer past a turbine blade with
plane and squealer tip. Film-cooling effectiveness for flat and
squealer blade tips with film-cooling holes on the tip pressure side
were predicted by Acharya et al. �36�. Hohlfeld et al. �37� pre-
dicted film-cooling flow from dirt purge holes on a turbine blade
tip. They found that the flow exiting the dirt purge holes helped in
blocking the leakage flow across the gap. As the blowing ratio
increased for a large tip gap, tip cooling increased only slightly,
whereas film cooling on the shroud increased significantly. The
effects of different hole locations on film-cooling effectiveness
and heat transfer were predicted by Yang et al. �38�.

The main focus of the present study was to investigate the
film-cooling effectiveness from the pressure side and tip injection
on a cutback squealer tipped blade. Film cooling on the squealer
rim walls and the squealer cavity floor was determined at two
different cavity depths. An optimal arrangement of film-cooling
holes was used to maximize film coverage. In addition, the pres-
sure side rim wall near the trailing edge was removed to allow
accumulated coolant in the squealer cavity to escape and cool the
trailing edge tip region. The combined effect of the above men-
tioned design was tested under relatively high-pressure ratios and
free-stream exit Mach numbers. By maximizing film-cooling cov-
erage, contact of the hot gases with the squealer tip surfaces can
be reduced, thus reducing the blade metal temperature. This will
prevent blade tip oxidation as well as marginally reduce the heat
flux into the blade.

A scaled up blade tip model of a first stage rotor blade �GE-E3�
of a modern aircraft gas turbine was used in this study, with a row
of nine shaped film-cooling holes on the near tip pressure side and
another set of ten cylindrical holes on the cavity floor. The
squealer rim profile, pressure side and tip hole geometries, ejec-
tion angles, and cavity depth are different from Mhetras et al. �9�
and are optimized for better film coverage. Film-cooling effective-
ness was studied on the rim, cavity floor, inner cavity walls, and
the near tip pressure side. Moreover, the PSP technique is based
on mass transfer analogy, which eliminates any heating/
conduction errors present in other optical measurement techniques
such as liquid crystal and IR camera. The experimental results for
pressure and effectiveness will aid future engineers to design more
efficient turbine blades and help to calibrate CFD codes.
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Experimental Setup
The test section consisted of a five-blade linear cascade with

blade tip profiles placed in a blow-down loop. A schematic of the
test section and the blow-down loop is shown in Fig. 1. The inlet
cross section of the test section was 31.1 cm �width�
�12.2 cm �height�. A turbulence-generating grid �rectangular bar
mesh type� with a porosity of 57% was placed before the inlet.
Turbulence intensity was recorded 6 cm upstream of the middle
blade �or 20.7 cm downstream of the grid� using a hot-wire probe.
Turbulence intensity �Tu� at this location was found to be 9.7%
due to the presence of the grid and turbulence length scales were
estimated to be 1.5 cm, which is slightly larger than the grid bar
size. The bottom and sides on the test section were machined out
of 1.27 cm thick polycarbonate sheets, whereas a 1.27 cm thick
acrylic plate was used for the top for better optical access to the
blade tip. The top plate also acted as a shroud for the blades. Flow
conditions in adjacent passages of the center blade were ensured
to be identical by adjusting the trailing edge tailboards for the
cascade. A comprehensive discussion on the flow conditions, in-
cluding flow periodicity in the cascade and pressure distribution
along the blade, has been reported by Azad et al. �17,18� and
Kwak and Han �22,23�.

During the blow-down test, the cascade inlet air velocity and
exit velocity were 78 m /s and 220 m /s, respectively. The Rey-
nolds number based on the axial chord length and exit velocity
was 1.48�106. Overall pressure ratio �Pt / P� was 1.29 �where Pt

is inlet total pressure and P is exit static pressure� and inlet and
exit Mach numbers were 0.23 and 0.65, respectively. The blow-
down facility could maintain steady flow in the cascade for about
40 s. Compressed air stored in tanks entered a high flow pneu-
matic control valve, which could maintain steady flow by receiv-
ing downstream pressure feedback. The control valve could main-
tain a velocity within �3% of desired value.

A three times scaled model of the GE-E3 blade was used with a
blade span of 12.2 cm and an axial chord length of 8.61 cm. Since
the blades were placed in a linear cascade, they were machined for
a constant cross section for its entire span corresponding to the tip
profile of the actual GE-E3 blade. Figure 2 shows the blade pro-
files, the inlet and exit angles for air, and the blade tip and shroud
definitions. The test blade was made using stereo lithography
�SLA� as conventional machining methods were unsuitable for
such a complicated geometry. The four guide blades placed in the
test section were made of aluminum. Figure 3 shows the film
cooling measurement blade with the internal passage geometry.
The passages are numbered from 1 to 6 with Passage 1 closest to
leading edge and Passage 6 closest to trailing edge. Coolant was

supplied to the test blade through two loops with three serpentine
passages with a 3 mm wall thickness in each loop as shown. The
design of the passages was based on the E3, Stage 1, high pressure
turbine �HPT� rotor blade cooling system as discussed by Halila et
al. �39�. The leading edge impingement wall in their design was
removed to simplify the passage flow analysis. Figure 4 shows the
geometry and orientation of the film-cooling holes on the pressure
side and on the squealer blade tip. Ten cylindrical tip holes with a
diameter of 1.27 mm �L /d=3.34� were provided on the tip. Out of
these ten holes, four were drilled such that they break out at
45 deg along the camber line of the blade on the cavity floor. The
remaining six holes were drilled at 45 deg along a curve offset to
the suction surface of the blade by 5.08 mm and were equally
spaced by 18.3 mm. The holes were inclined to the cavity floor in

Fig. 1 Schematic of test section and blowdown facility

Fig. 2 Definition of blade tip and shroud

Fig. 3 Internal passage geometry of test blade
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the direction of the bulk fluid flow. The first five tip holes were
connected to Loop 1 �near LE� and the remaining five to Loop 2
�near TE�.

Nine film-cooling holes with a diameter of 1.27 mm were pro-
vided for coolant to pass through the airfoil pressure side. The
pressure side holes have a laidback and fan-shaped design ex-
panding by 10 deg in three directions �10-10-10� with the expan-
sion starting from the middle of the hole length and were located
9.5 mm below the tip surface with a hole-to-hole spacing of
8.9 mm. This design is similar to the design used by Mhetras et al.
�9�. The first three holes near the leading edge were drilled at a
radial angle of 45 deg to maximize the coolant spread, whereas
the remaining six holes were drilled at a compound angle of
45 deg to the blade span and 45 deg with respect to the airfoil
pressure surface with L /d=4. Figure 5 shows the detailed views
of the shaped holes. All nine holes on the near tip pressure side in
the study by Mhetras et al. �9� were drilled at a compound angle
of 45 deg. Coolant to the first four holes was supplied through
Loop 1, while the remaining five holes were connected to Loop 2.
Two squealer tipped blades with the same hole geometry but with
recesses of 4.2% and 2.1% of blade span were used to investigate

the effect of cavity depth. The pressure side rim wall near the
trailing edge is cutback by about 25% of the blade chord for both
blades to allow accumulated coolant to escape. The complete
blade geometry including the blade profiles, cooling holes, and
passage design can be provided by the authors to researchers or
turbine blade designers for CFD validation.

This study was performed for a tip gap of 1.5% of blade span
�12.2 cm�, which was maintained on the middle three blades.
Coolant injection through tip and pressure side holes �TP� as well
as pressure side holes �P� only was studied. Experiments were
performed with four different average blowing ratios �M� of 0.5,
1.0, 1.5, and 2.0. The blowing ratio was defined as M
=�cVc /�mVm. If the density is the same, the ratio is reduced to a
velocity ratio. During testing, it was observed that the leakage
flow velocity could vary from hole to hole on the tip and near tip
surfaces. The mainstream mass flux at each hole location was
measured locally by static pressure measurement from PSP on the
tip surface and pressure taps on the near tip pressure surface. The
coolant mass flow for all holes was determined for a particular
blowing ratio from the local mainstream mass flux and the coolant
flow rate for each loop was set by adding the coolant mass flows
for each individual open hole in that loop.

Film Cooling Effectiveness Measurement Theory and
Data Analysis

Data for film-cooling effectiveness were obtained by using the
PSP technique. PSP is a photoluminescent material that emits light
when excited, with the emitted light intensity inversely propor-
tional to the partial pressure of oxygen. This light intensity can be
recorded using a charge-coupled device camera and can then be
calibrated against the partial pressure of oxygen. Details of using
PSP for pressure measurement are given in Ref. �40�. The image
intensity obtained from PSP by the camera during data acquisition
is normalized with a reference image intensity taken under no-
flow conditions. Background noise in the optical setup is removed
by subtracting the image intensities with the image intensity ob-
tained under no-flow conditions and without excitation. The re-
sulting intensity ratio can be converted to pressure ratio using the
predetermined calibration curve and can be expressed as

Iref − Iblk

I − Iblk
= f� �PO2

�air

�PO2
�ref
� = f�Pratio� �1�

where I denotes the intensity obtained for each pixel and f �Pratio�
is the relationship between intensity ratio and pressure ratio ob-
tained after calibrating the PSP.

Calibration for PSP was performed using a vacuum chamber at
several known pressures varying from 0 atm to 1.8 atm with in-
tensity recorded for each pressure setting. The calibration curve is
shown in Fig. 6. The same optical setup was chosen for calibration
as well as for data acquisition during the experiments. PSP is
sensitive to temperature with higher temperatures resulting in
lower emitted light intensities. Hence, the paint was also cali-
brated for different temperatures. It was observed that if the emit-
ted light intensity at a certain temperature was normalized with
the reference image intensity taken at the same temperature, the
temperature sensitivity can be minimized. During testing, it was
ensured that temperatures of mainstream air, coolant, and test sec-
tion were the same while taking reference, air and nitrogen images
to minimize uncertainty. Thermocouples �T-type� located up-
stream of the test section and in the coolant flow recorded tem-
peratures of air and nitrogen gas. Experiments were conducted in
an air-conditioned room �20°C� and temperatures of mainstream
air, coolant air, and nitrogen gas were maintained at 20°C.

To obtain film-cooling effectiveness, air and nitrogen were used
alternately as coolant. Nitrogen, which has nearly the same mo-
lecular weight as that of air, displaces the oxygen molecules on
the surface causing a change in the emitted light intensity from

Fig. 4 Orientation of tip and PS holes

Fig. 5 Detailed geometry of a PS shaped hole
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PSP. By noting the difference in partial pressure between the air
and nitrogen injection cases, the film-cooling effectiveness can be
determined using the following equation:

� =
Cmix − Cair

CN2
− Cair

=
Cair − Cmix

Cair
=

�PO2
�air − �PO2

�mix

�PO2
�air

�2�

where Cair, Cmix, and CN2
are the oxygen concentrations of main-

stream air, air/nitrogen mixture, and nitrogen on the test surface,
respectively. The definition for film effectiveness in Eq. �2� based
on mass transfer analogy is of similar form as that for adiabatic
film-cooling effectiveness given in

� =
Tmix − Tm

Tc − Tm
�3�

The accuracy of the PSP technique for measuring film-cooling
effectiveness has been compared by Wright et al. �41� on a flat
plate with compound angled ejection holes using steady state in-
frared �IR� technique and steady state temperature sensitive paint
�TSP� technique. Data were obtained for a range of blowing ratios
and shows reasonable agreement with all three techniques. Results
from IR and TSP techniques were within �8% of the PSP mea-
surements for the same set of conditions with the comparison
improving at higher blowing ratios. Larger uncertainties for heat
transfer techniques such as IR and TSP methods were observed
due to lateral heat conduction in the flat plate as corrections for
heat conduction were not included in the presented results.

The center test blade under investigation was layered with PSP
using an air brush. This coated surface was excited using a strobe
light fitted with a narrow bandpass interference filter with an op-
tical wavelength of 520 nm. A dual fiber optic guide was used to
get a uniform incident light distribution on the test surface. Upon
excitation from this green light, the PSP coated surface emitted
red light with a wavelength higher than 600 nm. A 12 bit scientific
grade CCD camera �Cooke Sensicam QE with CCD temperature
maintained at −15°C using two-stage peltier cooler� was used to
record images and was fitted with a 35 mm lens and a 600 nm
longpass filter. The filters were chosen to prevent overlap between
the wavelength ranges such that the camera filter blocked the re-
flected light from the illumination source. Coolant mass flow to
each loop was set using two separate rotameters to a flow rate
corresponding to the blowing ratio. A pneumatic valve was
opened and the pressure controller was set to the desired flow rate
for the mainstream air. The images were taken when the main-
stream flow was fully developed, i.e., after the initial developing
time for flow. The camera and the strobe light were triggered
simultaneously using a transistor-transistor logic �TTL� signal
from a function generator at 10 Hz. A total of 140 TIF images
were captured for each experiment with air and nitrogen injection

and the pixel intensity for all images was averaged. The image
resolution obtained from the camera was 0.6 mm /pixel. After the
images were captured, the pneumatic valve was closed. The dura-
tion of a single experiment was about 30 s. A computer program
was used to convert these pixel intensities into pressure using the
calibration curve and then into film-cooling effectiveness.

Uncertainty calculations were performed based on a confidence
level of 95% and are based on the uncertainty analysis method of
Coleman and Steele �42�. Lower effectiveness magnitudes have
higher uncertainties. For an effectiveness magnitude of 0.3, uncer-
tainty was around �2%, while for effectiveness magnitude of
0.07, uncertainty was as high as �10.3%. This uncertainty is the
result of uncertainties in calibration �4%� and image capture �1%�.
The absolute uncertainty for effectiveness varied from
0.01 to 0.02 units. Thus, relative uncertainties for very low effec-
tiveness magnitudes can be very high ��100% at effectiveness
magnitude of 0.01�. However, it must be noted that very few data
points exist with such high relative uncertainty magnitudes. Un-
certainties for the blowing ratios are estimated to be 4%.

Tip Pressure Ratio Distributions
Figure 7 shows the pressure ratio �Pt / P� distributions on the

blade tip for the two cavity depths tested obtained from PSP mea-
surements. A higher pressure ratio indicates a higher surface ve-
locity. The pressure side squealer rim acts as a backward facing
step to the leakage flow, causing the formation of a recirculation
zone inside the squealer cavity. Flow reattachment on the tip can
be observed near the leading edge from the sharp gradient in the
pressure ratio distributions. As expected, the reattachment length
is much shorter for a cavity depth of 2.1%, resulting in a large low
velocity region near the leading edge. The downstream cavity re-
gion is completely engulfed by the recirculation vortex. Higher
pressure ratios can be observed on the cavity floor toward the
trailing edge for the 2.1% cavity depth, indicating that the recir-
culation velocity is higher. Pressure ratio predictions matching
pressure gage data under rotating conditions have been presented
by Molter et al. �14�. However, their pressure distributions do not
resemble the distributions presented in the paper, which may be
due to different loading conditions for both blades. The turbine
studied by Molter et al. �14� had a high-pressure transonic blade.
The resulting blade loading characteristics are different for the E3

blade and may explain the differing pressure distributions between
both these studies.

Fig. 6 Calibration curve for PSP

Fig. 7 Pressure ratio on tip
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Local Blowing Ratios
To better explain the results for effectiveness, local blowing

ratios through each hole on the tip and airfoil pressure side have
been plotted in Figs. 8 and 9, respectively. Local mass flux on the
surface of the blade was found using the inlet total pressure and
local static pressure. The local surface static pressure distribution
for the tip was found using PSP �Fig. 7�, whereas static pressure
taps located at 97% of blade span were used to measure static
pressure on the near tip pressure side. The static pressure in the
passages inside the blade was measured using 14 static pressure
taps on the pressure and suction side inner passage walls located
3.18 mm below the passage top wall. Local blowing ratio for each
hole was calculated by using the pressure differential across it. A
constant discharge coefficient CD for all open holes in a loop was
assumed. It should be noted that the constant CD assumption for
all holes in the loop may not be true as CD depends on not only
the geometry but also the external and internal flow conditions. It
is assumed that the deviation in the discharge coefficients from
hole to hole is not significant and hence an average value can be
assumed without introducing a significant error. By measuring the
total mass flow rate of the coolant and pressure differential for
each hole and using the average discharge coefficient, the coolant
mass flow for each hole was determined and the local blowing
ratio, Mi, was calculated.

Figure 8 shows the local blowing ratios for the tip �TP cases�
for both cavity depths. It can be clearly observed that the local
blowing ratios for the holes along the camber line are much lower

than the holes offset to the suction side for high blowing ratios. At
low blowing ratios, this difference is small. A higher mainstream
mass flux due to higher velocities along the camber line near the
leading edge causes this uneven distribution even though the cool-
ant mass flow rate through these holes is higher than the corre-
sponding offset holes. The local blowing ratio distributions for
both cavity depths are similar with a depth of 2.1%, giving lower
blowing ratios for the first few holes near the leading edge. A
bigger high-pressure zone as observed in Fig. 7 may explain this
behavior. Figure 9 shows the local blowing ratios for the TP and P
cases and for both cavity depths for the holes located on the near
tip pressure side. Pressure in Passage 1 closest to leading edge is
higher due to stagnation of the coolant causing high local blowing
ratio for the first two pressure side holes located on Passage 1, as
can be observed from Fig. 9. Similarly, the local blowing ratio for
the sixth hole in Loop 2 is higher than the other holes in the same
loop due to stagnation inside Passage 4. The local blowing ratio
gradually decreases with increasing chord due to the increase in
the mainstream velocity on the pressure side as the flow ap-
proaches the throat region. A nonuniform blowing ratio distribu-
tion exists between the tip and pressure side holes for TP cases.
The local Mi through the pressure side holes is higher for higher
blowing ratios as compared to tip holes, but at lower blowing
ratios, Mi is higher for tip holes. However, it should be noted that
the average mass flow through the tip holes for all blowing ratios
is higher than the pressure side holes. The average difference in
total mass flow between all tip and all pressure side holes is

Fig. 8 Local M for tip holes for TP cases for 4.2% and 2.1% cavity depths

Fig. 9 Local M for PS holes for TP and P cases for 4.2% and 2.1% cavity depths
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�60% for M =0.5 and decreases to �5% for M =2.0. Local blow-
ing ratios for the near tip pressure side holes in Fig. 9 for the 2.1%
cavity depth are lower than that for corresponding holes for the
4.2% cavity depth for TP cases. However, the local blowing ratios
for P cases for both cavity depths are almost identical as the cavity
depth does not impact the upstream flow as well as the internal
passage flow distributions.

Film-Cooling Effectiveness Results

Tip and Pressure Side Injection (TP Cases). The depth of the
squealer cavity is viewed as one of the key parameters affecting
the film-cooling effectiveness distribution. The flow field inside
the squealer cavity depends on the cavity depth, and, conse-
quently, the film coverage is affected. The following section dis-
cusses the film-cooling effectiveness results for TP cases for the
two cavity depths. Figure 10 shows the film-cooling effectiveness
contours for the tip and pressure side injection �TP case� and a
cavity depth of 4.2%—the upper row shows the tip side and the
bottom row shows the near tip pressure side. On the cavity floor
region, the film coverage is seen to be improving with the blowing
ratio. Coolant gets accumulated inside the squealer cavity as the
ejecting coolant mass flow increases with blowing ratio. This ef-
fect is more pronounced in the region between the midchord and
the trailing edge due to the contracting squealer passage. The ac-
cumulated coolant can be observed to cover the trailing edge cut-
back region resulting in high effectiveness. Effectiveness levels as
high as 0.4 can be observed in the cutback region for M =2. These
levels are much higher than the effectiveness levels observed by
Mhetras et al. �9� on a full squealer without any rim cutback. The
peak level as observed by them for M =2.0 near the trailing edge
for the TP case was around 0.25. For the full squealer case, the
coolant coverage near the trailing edge squealer rim is primarily
due to coolant carryover from the pressure side. In the current
design, both the pressure and tip injection contribute toward the
film-cooling effectiveness. Thus, the current cutback design is
successful in providing better coverage on the trailing edge por-
tion of the tip.

The coolant film streaks follow the mainstream flow direction
inside the cavity. Even though the injection angle may be differ-
ent, the mainstream flow momentum is strong enough to deflect
the jets in its flow direction. The coolant trace near the upstream
holes �hole 1 offset to the suction side and hole 1 along the cam-
ber line� shows larger spreading and is deflected toward the rims
walls. For the 4.2% cavity depth, the coolant ejecting from the
first hole offset to the suction side is deflected along or toward the
suction side rim, whereas the coolant from the other holes travels
toward the pressure side rim. This directional nature can be ob-
served at all the blowing ratios. Reattachment of the mainstream
flow may occur between these two holes. The pressure side rim of
the squealer acts as a backward facing step in the mainstream flow
path. The flow after reattachment recirculates inwards toward the

pressure side rim, which may explain the coolant flow directions.
The first hole offset to the suction side is outside this recirculation
zone and remains unaffected. Detailed flow visualizations in the
squealer cavity for a blade tip have been done by Ameri and
Rigby �32� and Yang et al. �35,38� using numerical analysis. The
flow visualizations presented in these papers confirm the three-
dimensional flow structure along with the formation of the recir-
culation vortex in the squealer cavity.

The rim tip region of a blade is highly susceptible to failure
from oxidation due to high metal temperatures. Hence, a uniform
coolant distribution is desired to reduce metal temperatures. The
distributions in Fig. 10 reveal relatively high effectiveness levels
close to the trailing edge on both the pressure and suction side
rims. Coolant carryover from the pressure side holes may explain
the high effectiveness on the pressure side rim. On the suction
side rim, effectiveness levels as high as 0.35 are observed for M
=2.0 after the midchord region. The leakage flow escapes to the
suction side primarily through this region. The accumulated cool-
ant in the leakage flow helps in providing good coverage on the
suction side rim. The effectiveness levels on the suction side rim
though are fairly insensitive at high blowing ratios.

On the near tip pressure side �bottom row, Fig. 10�, a blowing
ratio of 1.0 gives better effectiveness distribution than 1.5 and 2.0
due to more coolant spread, although the maximum effectiveness
levels occurring close to the hole exits are comparable for all
three. High effectiveness magnitudes can be observed on the near
tip pressure side downstream of the midchord. The compound
angled shaped holes provide excellent film coverage. The first
three holes on the pressure side inserted at a radial angle of 45 deg
provide a better coolant spread for M =1.0 than the compound
angles used in Ref. �9� near the leading edge. For all the blowing
ratios considered, the effectiveness is lower near the upstream
holes due to the higher static pressure near the leading edge of the
blade. This is quite apparent at M =0.5, where the cooling effec-
tiveness is almost negligible near the upstream holes. More cool-
ant is diverted to the tip holes as observed from the local blowing
ratio distributions in Figs. 8 and 9 for M =0.5 due to higher sur-
face pressures on the pressure side. Some mainstream ingestion
may also occur for the first three pressure side holes for M =0.5.
At M =2, the coolant momentum is very high causing liftoff of the
jet from the surface. Local blowing ratios are as high as 4.5 �Fig.
9� for the first hole closest to the leading edge. Lift- off is indi-
cated by a region of low effectiveness immediately downstream of
the hole.

Figure 11 shows the effectiveness distributions for the tip and
near tip pressure sides with a cavity depth of 2.1% of blade span
for the TP case. In the cavity floor region, the trend is similar to
the one observed for the larger cavity depth, i.e., increasing effec-
tiveness with increasing blowing ratio due to coolant accumula-
tion. A smaller cavity depth results in a shorter reattachment
length for the leakage flow entering the tip gap �Fig. 7�. The low

Fig. 10 Film-cooling effectiveness distribution on tip and near tip pressure sides for TP cases for a depth of
4.2%
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pressure ratio region is large enough to encompass the first two
holes along the camber line and offset to the suction side. Thus,
the coolant streaks injecting from these holes follow the main-
stream flow path and are not diverted to the pressure side rim by
the recirculation vortex as observed for the other holes. Strong
traces can be observed from these upstream holes. Film effective-
ness on the upstream cavity floor is higher for the smaller cavity
depth, whereas in the downstream region the effectiveness is
higher for the larger cavity depth. Due to the narrow aspect ratio
of the cavity for the smaller squealer depth, the vortex may be
squeezed resulting in large velocity and viscous shear gradients
from the tip to the cavity floor. This may cause a relatively faster
rotating vortex. This has a damaging impact on the coolant cov-
erage resulting in lower effectiveness levels downstream of the
blade midchord as compared to a 4.2% cavity depth �Fig. 10�. The
strong trace from the upstream holes is also felt by the suction
side rim tip �a local maximum at about x /Cx=0.2�, resulting in
higher effectiveness as compared to the 4.2% cavity depth. How-

ever, the peak magnitudes are lower at about 0.25 units. The pres-
sure side tip rim exhibits similar behavior as that for the 4.2%
cavity depth. Downstream of the midchord, both the pressure and
suction side rims show more or less similar magnitude. The near
tip pressure side distribution for the smaller cavity depth is similar
to the larger cavity depth with the 2.1% cavity depth giving
slightly lower effectiveness levels. Lower pressures on the tip re-
sult in larger nonuniformity in the local blowing ratios between
the tip and pressure sides, as observed in Figs. 8 and 9. Thus, the
blowing ratios for the near tip pressure side holes are lower than
those for the larger cavity depth, resulting in slightly lower effec-
tiveness levels.

Figures 12 and 13 show film-cooling effectiveness distribution
on the inner rim walls for the TP case with 4.2% and 2.1% cavity
depths, respectively. The effectiveness distribution on both pres-
sure and suction side inner rim walls follows similar trends as
seen for the cavity floor and rim, with the highest effectiveness in
each case being near the trailing edge. The effectiveness distribu-

Fig. 11 Film-cooling effectiveness distribution on tip and near tip pressure sides for TP cases for a depth of
2.1%

Fig. 12 Film-cooling effectiveness distribution on inner rim walls for PS and SS for TP cases for a depth of
4.2%

Fig. 13 Film-cooling effectiveness distribution on inner rim walls for PS and SS for TP cases for a depth of
2.1%
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tion shows an increasing trend with higher blowing ratios and also
increases as the recirculating flow inside the squealer cavity
moves towards the trailing edge. Local high effectiveness levels
can be observed on the suction side inner rim near the offset hole
locations as the ejecting jets impinge laterally on these walls. Film
effectiveness on the inner rim walls is lower for the smaller cavity
depth. A smaller mass of coolant may get entrained in the recir-
culation vortex inside the squealer cavity, which may explain
these lower magnitudes.

Pressure Side Injection Only (P Cases). Figures 14 and 15
show the film-cooling effectiveness distributions for the P case
with cavity depths of 4.2% and 2.1% of span, respectively. Most
of the squealer cavity floor remains unprotected as almost no cool-
ant from the pressure side holes gets entrained in the recirculation
vortex. Slight traces can be observed on the pressure side rim due
to some coolant carryover. The effectiveness magnitudes for the
PS rim are comparable to the TP case. Provision of the cutback
helps the coolant from the compound shaped holes to cool the
rims and the cutback surface. Minor traces can also be observed
on the suction side rim. In general, cases with a 4.2% cavity depth
give higher effectiveness magnitudes in the cutback region with
magnitudes increasing with blowing ratio. Optimal film-cooling
effectiveness on the near tip pressure side is observed for M
=1.5, as opposed to M =1 for TP cases. Effectiveness data for
M =1.0 for the TP case are comparable to data for M =1.5 for the
P case. The local blowing ratios for these cases for the near tip
pressure side holes are similar, which may explain this result.
Comparison between the TP and P cases shows that on the pres-
sure side, the effectiveness levels for M =0.5 and 2 are higher for
the P case. For M =0.5, local blowing ratios �Fig. 9� for the TP
case are very low as compared to the P case which explains the
higher effectiveness for the P case. On the other hand, for M
=2.0, local blowing ratios for the TP case are very high, causing

lift-off and resulting in lower effectiveness. For the 2.1% cavity
depth, the effectiveness levels are marginally lower than for 4.2%
cavity depth, both on the pressure side and the rim. Effectiveness
on the inner rim walls �Figs. 16 and 17� is seen only near the
cutback, mainly on the suction side. The effectiveness level is
similar to the one on the cutback cavity floor, which is about 0.1.
As observed earlier, the lower cavity depth gives marginally lower
effectiveness values.

Averaged Film-Cooling Effectiveness Results. Figures 18 and
19 depict the variation of averaged film-cooling effectiveness
along the axial chord for the TP and P cases, respectively. The
averaged values are obtained by averaging the effectiveness mag-
nitudes at a given x /Cx location. For the near tip pressure side
holes, the averaged results were obtained by averaging from the
base of the holes to the tip. Data are shown for all six surfaces for
each case. In general, for TP cases, average effectiveness in-
creases with increasing axial chord distance for all surfaces. Very
close to the trailing edge �x /Cx�0.9�, the effectiveness magni-
tudes start dropping. Beyond x /Cx=0.8 �immediately after pres-
sure side rim cutback� for the TP case, the coolant coverage in the
cavity floor and the suction side rim region is better than the near
tip pressure side region. This is particularly true at higher blowing
ratios for both the cavity depths. This is due to the leakage flow
diverting the pressure side coolant traces downstream of the pres-
sure side rim cutback on to the cavity floor. For all surfaces other
than the near tip pressure side, effectiveness increases with in-
creasing blowing ratio for both TP and P cases similar to that
observed from the contour plots and from Fig. 20 which shows the
area averaged film-cooling effectiveness results. For the near tip
pressure side, highest results are obtained for M =1.0 for the TP
case and M =1.5 for the P case. For M =1.0, average effectiveness
levels are more than 60% higher than the cavity floor for both

Fig. 14 Film-cooling effectiveness distribution on tip and near tip pressure sides for P cases for a depth of
4.2%

Fig. 15 Film-cooling effectiveness distribution on tip and near tip pressure sides for P cases for a depth of
2.1%
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cavity depths. For the P cases, the near tip pressure side effective-
ness values are much higher than the rest of the blade tip regions,
particularly at low blowing ratios. Similar to the TP case, a larger
cavity depth gives higher effectiveness.

Film-cooling effectiveness comparisons with the cooling design
presented by Mhetras et al. �9� give similar average effectiveness
levels at all surfaces. However, comparisons with Ahn et al. �6�
who used normal holes on the tip indicate that inclined holes used
in the present study and in Ref. �9� give much higher effectiveness
levels on the tip than normal holes. CFD data by Yang et al. �38� on
the squealer tip with normal injection also shows much lower
average effectiveness magnitudes.

Conclusions

A parametric study has been performed for measuring film-
cooling effectiveness on a squealer blade tip. Effectiveness was
measured on the cavity floor, rim, inner rim walls, and near tip
pressure side. The effects of squealer cavity depth, coolant injec-
tion from the pressure side and tip and pressure side, and varying
blowing ratio have been studied. Major findings from the experi-
mental results are listed below.

1. The cutback squealer rim results in higher effectiveness in

Fig. 16 Film-cooling effectiveness distribution on inner rim walls for PS and SS for P cases for a depth of 4.2%

Fig. 17 Film-cooling effectiveness distribution on inner rim walls for PS and SS for P cases for a depth of 2.1%

Fig. 18 Averaged film-cooling effectiveness for TP cases

021002-10 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the trailing edge region of the blade tip as compared to a full
squealer.

2. In general, a larger cavity depth gives higher effectiveness
on all tip surfaces for both tip and pressure side injection

�TP� and only pressure side injection �P� cases.
3. Higher blowing ratios give higher effectiveness on the tip

rim, cavity floor, and inner rim walls. For the near tip pres-
sure side, M =1 and 1.5 shows best results.

Fig. 19 Averaged film-cooling effectiveness for P cases

Fig. 20 Area averaged film-cooling effectiveness
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4. Coolant accumulation results in increasing effectiveness
from blade leading edge to trailing edge.

5. The tip rim and inner and outer squealer rim walls show
high and uniform effectiveness due to the combined effect of
tip and pressure side coolant injection.

6. Coolant injection from only the pressure side gives poor
film-cooling performance on the cavity floor and inner rim
walls.

7 Presence of serpentine passages to supply coolant to the
holes results in a large variation of local blowing ratios,
which can have a significant impact on film-cooling
performance.
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Nomenclature
C � tip clearance gap �1.5% span�

CD � discharge coefficient
Co � oxygen concentration
Cx � axial chord length of the blade �8.61 cm�

d � diameter Of film cooling holes �1.27 mm�
I � pixel intensity for an image

M � blowing ratio �=�cVc /�mVm�
Mi � local blowing ratio

�=�c,localVc,local /�m,localVm,local�
P � local static pressure
Pt � total pressure

PO2 � partial pressure of oxygen
PS � blade pressure side
SS � blade suction side
Tc � temperature of coolant at loop inlet
Tu � turbulence intensity level at the cascade inlet

x � axial distance �cm�
Vm � local mainstream velocity at hole location
Vc � coolant velocity
� � local film-cooling effectiveness
�c � density of coolant air
�m � density of mainstream air

Subscript
air � mainstream air with air as coolant

mix � mainstream air with nitrogen as coolant
ref � reference image with no mainstream and cool-

ant flow
blk � image without illumination �black�
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A new model for predicting heat transfer in the transitional boundary layer of rough
turbine airfoils is presented. The new model makes use of extensive experimental work
recently published by the current authors. For the computation of the turbulent boundary
layer, a discrete element roughness model is combined with a two-layer model of turbu-
lence. The transition region is modeled using an intermittency equation that blends be-
tween the laminar and turbulent boundary layer. Several intermittency functions are
evaluated in respect of their applicability to rough-wall transition. To predict the onset of
transition, a new correlation is presented, accounting for the influence of freestream
turbulence and surface roughness. Finally, the new model is tested against transitional
rough-wall boundary layer flows on high-pressure and low-pressure turbine airfoils.
�DOI: 10.1115/1.2750675�

Introduction
Increasing surface roughness is well known to have a major

effect on the long-term efficiency and total cost of ownership of
gas turbine engines. Besides increasing aerodynamic losses, sur-
face roughness causes an augmentation of heat transfer to the
thermally loaded parts, which in turn results in a reduction of
lifetime. It is thus desirable to predict the heat transfer distribution
on the rough surfaces in order to optimize the cooling layout not
only for smooth surfaces but also for increasing surface roughness
during the service life of the engine.

Several recent experimental studies on rough turbine airfoils
indicate that real blade and vane surfaces can be very rough, with
roughness heights reaching into the fully rough regime �1,2�, and
that the roughness effect is twofold: �i� it increases heat transfer
and skin friction in the turbulent boundary layer and �ii� the
laminar-to-turbulent transition is moved upstream �3–10�. The
change in transition location can be critical especially on aft-
loaded airfoils, where transition with a smooth surface usually
occurs on the suction side close to the trailing edge but is moved
considerably upstream by the increased surface roughness. Here,
heat transfer can easily increase by a factor of 10 in regions where
the boundary layer becomes turbulent due to the roughness.
Therefore, correctly modeling the roughness-affected transition is
seen to be crucial.

Review of Roughness and Transition Models
Modeling the transitional boundary layer on a rough surface

consists of the correct calculation of the laminar and fully turbu-
lent regions of the rough-wall boundary layer, the transitional re-
gion between the two boundary layer states, and the onset of the
transitional region. In the laminar boundary layer, the effect of
surface roughness on heat transfer was shown to be negligible
�e.g., �9�� and the roughness effect on the laminar momentum
boundary layer is expected to be small compared to its effect on
the turbulent boundary layer. Therefore, the major tasks are mod-
eling the rough-wall turbulent boundary layer and the transition
process.

Roughness Models for Turbulent Boundary Layers. Current
methods that incorporate the effect of surface roughness into the
calculation of turbulent boundary layers usually take one of the
following approaches:

1. In integral methods, the skin friction law is adjusted by add-
ing an equivalent sand grain roughness term that reflects the
downward shift in the velocity profile. The derivation and
application of this method to skin friction and heat transfer
calculations is shown by Dvorak �11� and Dirling �12�.

2. The mixing length formulation of eddy viscosity models is
modified to account for roughness. Following the idea of
Rotta �13�, Cebeci and Chang �14� introduce an effective
wall displacement �y, which is a function of the equivalent
sand grain roughness height ks. The eddy viscosity in the
vicinity of the wall is then calculated from

�t = l2�U

�y
�1�

with

l = ��y + �y��1 − exp�−
y + �y

A
�� �2�

and

�y = 0.9
�

u�
�	ks

+ − ks
+ exp�− ks

+

6
�� �3�

Feiereisen and Acharya �15� modify the Cebeci and Chang
�14� model in order to incorporate directly measurable
roughness quantities �centerline average roughness, correla-
tion length and rms deviation of surface slope angles� in-
stead of the equivalent sand grain roughness. Methods simi-
lar to the Cebeci and Chang �14� model are proposed by
Granville �16� and Krogstad �17�.

3. The effect of roughness is indirectly accounted for by the
use of modified wall functions. Guo et al. �18� derive a wall
function from the Cebeci and Chang �14� model and use it
for heat transfer calculations on rough nozzle guide vanes.
Another example of this method is given by Jouini et al.
�19�, who derive a different formulation of the wall function.

4. One- or two-equation turbulence models are altered to ac-
count for roughness. Lee and Paynter �20� modify the
Spalart-Allmaras one-equation turbulence model by intro-
ducing an effective wall displacement similar to the Cebeci
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and Chang �14� model. Wilcox �21� incorporates the rough-
ness effects directly into the � boundary condition of the
k-� turbulence model. Hellsten and Laine �22� extend Ment-
er’s k-� shear stress transport �SST� model in a way similar
to Wilcox’s suggestion but with additional modifications
necessary for the SST version. A modified version of a two-
layer k-� turbulence model is provided by Durbin et al. �23�.

5. The discrete element method �DEM�, which is based on a
suggestion by Schlichting �24�, accounts for the roughness
directly in the boundary layer equations. Blockage factors �x
and �y are introduced to reflect the blockage of the indi-
vidual roughness elements. Additional sink terms in the mo-
mentum and energy equation reflect the form drag of the
individual elements and the heat transfer to the elements. In
this way, the total flow resistance and heat transfer is com-
prised of the flat surface portion between the roughness el-
ements and the portion transferred to the elements them-
selves. Early implementations of this method are given by
Finson and Wu �25� and Christoph and Pletcher �26�. How-
ever, Taylor et al. �27� showed that the blockage factor �x
the authors �25,26� use reflects the maximum blockage in-
stead of the correct average blockage. Other interesting
modifications of the model are given by Lin and Bywater
�28�, Tarada �29�, Hosni et al. �30� and McClain �31�, which
differ mainly in the correlations used in the form drag and
additional heat transfer terms and the turbulence model used.
Because the discrete element model will be used in the cur-
rent approach, the underlying conservation equations �Eq.
�9�–�13�� are provided later in this paper.

A shortcoming of models 1–4 is that they rely on the equivalent
sand grain roughness ks, which is defined to reproduce the correct
skin friction and velocity profile of a certain rough surface. A
problem arises when the same ks is being used to calculate heat
transfer because the mechanisms for momentum and energy trans-
port to a rough surface are different. Although part of the momen-
tum transfer to a rough surface is due to the pressure forces that
act on the roughness elements, there is no counterpart to this
mechanism in heat transfer. The discrete element method over-
comes this problem because it considers the different physical
characteristics of the individual roughness elements. It is easy, for
instance, to consider roughness elements with a thermal conduc-
tivity that is different from the base material’s conductivity. No
matter which roughness model is used to calculate the rough-wall
turbulent boundary layer, additional modeling is required to pre-
dict transition.

Transition Modeling. Boundary layer transition can occur in

one of the following three modes �see �32��: natural transition,
bypass transition, and separated flow transition. The present paper
concentrates on the bypass transition, where the first stage of the
natural transition—the Tollmien-Schlichting instability—is com-
pletely bypassed and transition is triggered by large disturbances
in the external flow and/or surface roughness. Two different con-
cepts are generally applied to predict this kind of transition:

1. Low Reynolds number �LRN� turbulence models are used,
where the wall damping functions are optimized in order to
predict the correct onset of transition. This method is attrac-
tive because it can be easily implemented in existing CFD
codes. Sieger et al. �33� compare a large variety of LRN k-�
turbulence models and conclude that Schmidt and Patankar’s
�34� extensions of the Lam and Bremhorst �35� and Launder
and Sharma �36� models give the best results when applied
to turbine airfoils. Tarada �29� combines a LRN k-� model
with the discrete element roughness model and calculates
transitional boundary layers on rough turbine airfoils. One
shortcoming of this method is the extreme sensitivity of the
transition onset location to the values of the additional con-
stants �Ck and C�3 in Eqs. �7� and �8�� needed in the trans-
port equations for k and �.

2. The onset of transition is determined using a correlation to
relate the major factors affecting transition to the momentum
thickness Reynolds number �see Table 1 for an overview of
common transition onset correlations�. The progress of tran-
sition is then described with an intermittency model, which
is based on Emmons’ �37� turbulent spot theory. Here, tur-
bulent spots having the shape of an arrowhead are formed at
the onset of transition, which are then transported down-
stream while they grow in size until they coalesce and form
a fully turbulent boundary layer. To describe the flow in the
transitional region, Emmons introduces the intermittency �,
which characterizes the fraction of time during which the
flow at one point on the surface is turbulent. Thus, for a
laminar boundary layer �=0, whereas for a fully turbulent
boundary layer �=1. With Narasimha’s �38� assumption that
the production of turbulent spots occurs randomly along a
single line at the onset of transition xt, Solomon et al. �39�
give the following expression for �:

� = 1 − exp�− n

xt

x
	

tan �
� 1

Ue
�dx


xt

x

tan �dx� �4a�

where n is the spot formation rate, � is the spreading half
angle, and 	 is the propagation parameter of the turbulent
spot. The first and second integrals in Eq. �4a� thus reflect

Table 1 Transition onset correlations

Researchers Correlation

Abu-Ghannam and Shaw �51� Re
,t=163+exp�F��
�− �F��
� /6.91�Tut�
F��
�=6.91+12.75�
+63.64�


2 for �
�0
F��
�=6.91+2.48�
−12.27�


2 for �
0

Mayle �32� Re
,t=400Tut
−0.625

Schiele �47� Re
,t=500�Tu*�−0.65

Tu*=0.5�Tu1+Tut� for flat plates
Tu*=Tut for turbine airfoils

Menter et al. �52� Re
,t=803.73�Tut+0.6067�−1.027F��
 ,K�
F��
 ,K�=1− �−10.32�
−89.47�


2−265.51�

3�

exp�−Tut /3� for �
�0
F��
 ,K�=1+ �0.0962�K�106�+0.148�K�106�2

+0.0141�K�106�3��1−exp�−Tut /1.5��
+0.556�1−exp�−23.9�
�� exp�−Tut /1.5� for �
0
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the streamwise and spanwise spreading of turbulent spots,
respectively. An alternative expression for � is given by By-
valtsev and Kawaike �40�, who modified Eq. �4a�, using
dimensionless terms

� = 1 − exp�− �

xt

x
	

	�
=0 tan �
� 1

Ue
�dx


xt

x

tan �
Ue,t

xt
2 dx�

�4b�

with �=n	�
=0xt
2 /Ue,t. For the prediction of transitional

boundary layers on turbine airfoils, the authors achieved
good results by assuming �=1. Correlations for � and 	 are
given by Gostelow et al. �41�. D’Ovidio et al. �42� recently
validated Gostelow’s correlation for � with new experimen-
tal data and updated the correlation for 	 leading to the
following expressions:

� = 4 + � 22.14

0.79 + 2.72 exp�47.63�
�� �5�

	 = 0.024 + � 0.604

1 + 5.0 exp�66�
�� �6�

The spot formation rate n in Eq. �4a� is usually correlated in
terms of the nondimensional breakdown parameter N,

N =
n	
t

3

�
�7�

Two correlations are taken into account in this work, with
the first one being developed by Solomon et al. �39� by
combining the work of Gostelow et al. �41� and Fraser et al.
�43�,

N = 8.6 � 10−4 exp�2.134�
t ln Tut − 59.23�
t

− 0.564 ln Tut� �
t � 0

N = 8.6 � 10−4 exp�− 0.564 ln Tut − 10	�
t� �
t  0

�8a�
The second one was recently presented by Roberts and Yaras
�44�, who suggest the following correlation, which is based
on the boundary layer shape factor H:

log10�N� =
0.55Ht − 2.2

1 − 0.63Ht + 0.14Ht
2 for 1.6 � Ht � 8.5

�8b�

An advantage of the intermittency-based concept over the use
of extended LRN turbulence models is that it can be easily tuned

to experimental data by modifying the transition onset correla-
tions. In the current investigation, this is made use of to incorpo-
rate the effect of roughness.

Description of Proposed Model
The proposed model combines the discrete element roughness

model �DEM� with an intermittency-based transition model. The
choice of models is motivated by the advantages mentioned
above.

Transport Equations and Turbulence Model. The starting
point for the current investigation is the following set of rough-
wall boundary layer equations as derived by Taylor et al. �27� and
Tarada �29�:

Continuity:

�

�x
���xU� +

�

�y
���yV� = 0 �9�

Momentum:

��xU
�U

�x
+ ��yV

�U

�y
= − �x

�P

�x
+

�

�y
��y�� + �t�

�U

�y
� −

1

2

�CdU2d

LxLz

�10�
Energy:

��xU
�H

�x
+ ��yV

�H

�y
=

�

�y
��y� �

Pr
+

�t

Prt
� �H

�y
� +

�

�y
�y��� + �t�

− � �

Pr
+

�t

Prt
��U

�U

�y
� +

�kfNud�Tr − T�
LxLz

�11�
The terms describing the form drag of the roughness elements

and the heat transfer to these elements need additional empirical
information in form of drag coefficients Cd and Nusselt numbers
Nud. Several correlations were proposed by different researchers,
which are consistent with each other in that they relate Cd and Nud
to the local element Reynolds number Red�y�=U�y�d�y� /��y� �see
Table 2�. In the present work, the correlations of McClain et al.
�49� are used because they showed the best agreement with the
experimental data.

The eddy viscosity �t is modeled using the two layer k-� tur-
bulence model presented by Sieger et al. �45�, which combines the
one-equation k-l model of Rodi et al. �46� and the standard k-�
model. The model was successfully tested by Schiele �47� against
flat plate and turbine airfoil experimental data and is therefore
used in the proposed model. Following Tarada �29�, additional
source terms are added to the k and � transport equations to ac-
count for vortex shedding effects at the roughness elements. The

Table 2 Cd and Nud correlations for roughness elements

Researchers Cd correlation Nud correlation

Nud=2.475 Red
0.4Pr0.36 Red�102

Taylor et al. �27� Cd= �Red /1000�−0.125 Red�6�103 Nud=1.403 Red
0.5Pr0.37 102�Red�103

Cd=0.6 Red6�103 Nud=0.963 Red
0.6Pr0.36 103�Red�2�105

Nud=0.060 Red
0.84Pr0.36 Red2�105

Cd=max�Cdp ,Cdp�Red /Redc�−0.289�+16��x
−1−1� /Red Nud=0.8 Red

0.4Pr0.36 Red�102

Tarada �29� �Nud� Cdp=min�0.182+0.0542 /Lc
1/2 ,1.1−0.7 exp�−0.597�k / d̄�0.419�� Nud=0.25 Red

0.65Pr0.36 102�Red�103

Tarada �48� �Cd� Nud=0.36 Red
0.6Pr0.36 103�Red�2�105

Redc=min�4.35�102 /Lc
1/2 , 5�103� Nud=0.022 Red

0.84Pr0.36 Red2�105

McClain et al. �49� Cd= �a /b�0.73�Red /1000�−0.125 Red�6�104 Nud=1.7 Red
0.49Pr0.4 Red�13776

Cd=0.6�a /b�0.73 Red6�104 Nud=0.0605 Red
0.84Pr0.4 Red13776
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one-equation near-wall model of Rodi et al. �46� is used without
additional modification. Switching between the two models is per-
formed, where the viscosity ratio reaches a value of �t /�=16.
The k-� model equations with the additional roughness source
terms are as follows:

Kinetic energy of turbulence:

��xU
�k

�x
+ ��yV

�k

�y
=

�

�y
��y�� +

�t

	k
� �k

�y
� + �y�t� �U

�y
�2

− ��x� +
�CkU

3d

LxLz
�12�

Dissipation:

��xU
��

�x
+ ��yV

��

�y
=

�

�y
��y�� +

�t

	�
� ��

�y
� +

�

k
��yC�1�t� �U

�y
�2

− ��xC�2� + C�3
�CkU

3d

LxLy
� �13�

The eddy viscosity �t is determined by the following relation:

�t = �C�

k2

�
�14�

For viscosity ratios �t /��16, Rodi’s one-equation model is used.
The dissipation rate in the k equation, Eq. �12�, is then calculated
from

� =
	v�2k

l�,v
�15�

and the eddy viscosity is given by

�t = ��l�,v
	v�2 �16�

Note that Eq. �16� contains the intermittency factor �, which is
used to model the boundary layer transition and which varies from
0.0 for a laminar boundary layer to 1.0 for a fully turbulent bound-
ary layer.

The length scales l�,v and l�,v are described by the following
correlations which were determined from DNS data �see �46��:

l�,v = Cl,�y = 0.30y �17�

l�,v = 1.3y�1 + 2.12
�

	v�2y
�−1

�18�

In Eq. �17�, Cl,�=0.30 is used instead of Rodi’s original value of
0.33 because it was found to give better consistency with experi-
mental data �47�. The velocity scale v�2 can be determined from
the k equation, Eq. �12�, using the following empirical relation-
ship, which was again derived from DNS data:

v�2

k
= 4.65 � 10−5y*2

+ 4.00 � 10−4y* �19�

with the dimensionless wall distance y*=	ky /�.
The standard coefficients in the k-� model are used �C�=0.09,

C�1=1.44, C�2=1.92, 	k=1.0, 	�=1.3�, and the coefficients in the
additional roughness source terms are Ck=0.04 and C�3=0.0. The
value for Ck corresponds to the value used by Finson and Clarke
�50� and is much higher than the one used by Tarada �29�, who
varied Ck between 3�10−5 and 5�10−5. The reason for this dif-
ference is that Tarada optimized Ck to correctly predict the onset
of transition, whereas in the current work Ck is optimized to give
the best agreement with experimental heat transfer and shear
stress data in fully turbulent boundary layers.

After the solution of the transport equations with an implicit
and forward marching finite-volume boundary layer code based
on the method by Patankar and Spalding �51�, the skin friction
coefficient is calculated from

Cf =

�x�� �U

�y
�

y=0

+
1

LxLz



0

�
1

2
�U2Cdddy

0.5�Ue
2 �20�

The Stanton number St=h / ��cpUe� is determined using

St =

− �xkf� �T

�y
�

y=0

+
1

LxLz



0

�

�kfNud�Tr − T�dy

�Uecp�Tw − Te�
�21�

Transition Zone Model. To describe the boundary layer in the
transition zone an intermittency model is used to calculate � in
Eq. �16�. In addition it is used to switch off the roughness terms of
the DEM in the laminar boundary layer with a simple blending
function for the roughness height k:

keff = min�k,3�k� �22�

This is done for several reasons: �1� the effect of roughness on the
laminar boundary layer is small and the effect on heat transfer is
negligible �Stripf et al. �9��, �2� the DEM underestimates heat
transfer in the laminar boundary layer, and �3� the roughness
model can be substituted with other models without changing the
conditions in the laminar boundary layer at the onset of transition.

Four intermittency model variations are evaluated for usability
in rough-wall transitional flows, all using the same spot spreading
angle and propagation rate correlations given in Eqs. �5� and �6�:

1. the Solomon, Walker, and Gostelow �SWG� intermittency
equation �Eq. �4a�� with the spot formation rate correlation
�Eq. �8a�� from the same authors �SWG model�.

2. same as the SWG model, but the effective pressure gradient
parameter used in Eqs. �5�, �6�, and �8a� is limited as follows
�SWGL model�:

�
,eff = max��
,− 0.01�
k

�1
� 1.0

�
,eff = min�max��
,− 0.01�,0.06�
k

�1
� 1.0

3. the Solomon, Walker, and Gostelow intermittency equation
�Eq. �4a�� with the spot formation rate correlation �Eq. �8b��
from Roberts and Yaras �SWGRY model� �44�.

4. the Byvaltsev and Kawaike intermittency equation �Eq.
�4b�� �BK model� �40�.

Before a new correlation for the transition onset can be devel-
oped, a suitable intermittency model will be selected by manually
adjusting the transition onset location until a best fit to the experi-
mental data is achieved. In anticipation of the model validation
presented below, the rough high-pressure turbine-vane test cases
of Stripf et al. �9� are used for this purpose.

Figure 1 shows the results of the post-diction of measured heat
transfer distributions for a smooth and two rough surfaces. Also
shown are the underlying intermittency distributions together with
the acceleration parameter K. In the decelerated boundary layer
regions, all of the models predict an increase in heat transfer that
is too steep compared to the measured distributions. There are
probably two reasons for this behavior. First, the transition length
in decelerated boundary layers is longer for the thermal boundary
layer than for the momentum boundary layer �see �32��. And sec-
ond, the rapidly changing pressure gradient has a delayed effect
on the transitional boundary layer. Both effects are not modeled in
the current approach, and some differences from the experimental
data should be expected. For increasing surface roughness and
accelerated boundary layers, all of the models compare reasonably
well to the experimental data. A best fit is achieved using the
SWG and SWGL models, where the latter one achieves better
predictions for the very rough surfaces and transition occurring in
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highly accelerated regions. This finding is affirmed by the inves-
tigation of additional experimental data from a low-pressure
turbine-vane, which was tested by the current authors in the same
test rig as in Stripf et al. �9�. Figure 2 shows the results of the
post-diction of low-pressure turbine-vane data, which further mo-
tivates the use of the SWGL model for the derivation of the rough-
wall transition onset correlation.

It should be noted that the choice of the SWGL model implies
that no effect of surface roughness on the rate of production of
turbulent spots is modeled. At least for high turbulence levels and
accelerated boundary layers, this seems to be a functional ap-
proach until we have more data available on the transitional rough
surface momentum boundary layer.

Transition Onset Model. Developing the rough-wall transition
onset correlation begins with selecting a suitable correlation for
smooth surfaces. Many suggestions to correlate the momentum
thickness Reynolds number at the onset of transition Re
,t, have
been made by various researchers, considering the two important
parameters: turbulence intensity and pressure gradient. Although
the pressure gradient has been shown to influence the start of
transition for low turbulence intensity �Tut�3% �, it is negligible
for higher freestream turbulence levels �32�. Table 1 summarizes
some characteristic transition correlations available in the open
literature.

In the course of this work, a variety of smooth surface test cases

�55–60�, including flat plate and turbine airfoil data, are post-
dicted using the SWGL model, and by manually varying the tran-
sition onset location until a best fit to the experimental data is
achieved. Figure 3 shows the resulting momentum thickness Rey-
nolds numbers at the onset of transition for all smooth surface test
cases. Open symbols denote data from flat plate experiments and
closed symbols mark turbine airfoil data. Furthermore, the differ-
ent correlations are shown in their zero pressure gradient versions.

For Tut�2.0%, the correlations from Schiele �47�, Abu-
Ghannam and Shaw �52�, and Menter et al. �53� show little dif-
ference from each other and compare well to the experimental
data, even though the latter two are shown in their zero pressure
gradient version. The correlation presented by Mayle �32� gives
an accurate prediction for Tut3.0% but tends to predict an early
transition for low turbulence intensities.

In the current work, the correlation developed by Schiele �47�
will be used because it gives accurate predictions over the full
range of turbulence intensities

Re
,t,s = 500�Tu*�−0.65 �23�

with

Tu* = 0.5�Tut + Tu1� for flat plates

Tu* = Tut for airfoils

Fig. 1 Comparison of transition zone models—high-pressure turbine vane test cases, suction
side †9‡

Fig. 2 Comparison of transition zone models—low-pressure turbine vane test cases, suction
side
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The correlation is biased toward the test cases reflecting
suction-side transition on modern aft-loaded airfoils and, thus,
works well without considering the pressure gradient. In this way,
development of the rough-wall correlation is simplified because
the problem is reduced to two parameters: turbulence intensity
and surface roughness.

The rough-wall transition correlation is developed on the basis
of the high-pressure turbine vane test cases reported by the current
authors �9� and unpublished data measured in the same test rig but
on a low-pressure turbine vane. A large variety of different deter-
ministic rough surfaces made of regularly arranged truncated
cones are taken into account. The experimental data include the
variation of roughness height, roughness density, Reynolds num-
ber, and freestream turbulence level �see Tables 3 and 4�. Follow-
ing the procedure used above for the smooth surfaces, the heat
transfer distributions of all rough surface test cases were post-
dicted using the described model and by manually setting the
transition onset location. As the roughness model is switched off
in the laminar boundary layer, the values obtained at transition
onset are those of a smooth surface. A thickening of the laminar
boundary layer due to roughness is therefore not taken into ac-

count. The advantage of this approach is that the rough-wall tran-
sition onset correlation can be used in existing numerical codes
without the need of a roughness model for laminar boundary lay-
ers. Figure 4 shows the post-dicted momentum thickness Rey-
nolds numbers Re
,t versus the relative roughness height at tran-
sition onset for all rough-wall test cases with bypass transition.
Circles denote data from the high-pressure turbine vane, and
squares stand for data from the low-pressure turbine vane. The
turbulence intensity at transition onset increases with darker sym-
bols. In addition, data reported by Gibbings and Al-Shukri �54�, is
shown as triangles. In contrast to �54�, the momentum thickness
Reynolds numbers shown here are the ones calculated at the lo-
cations reported by Gibbings and Al-Shukri, without taking into
account the effect of roughness on the laminar boundary layer.
Gibbings and Al-Shukri use the actual measured momentum
thickness and come to the surprising result that Re
,t increases
with increasing surface roughness. In their paper, this is attributed
to the thickening effect of the roughness on the laminar boundary
layer. Although this result is very interesting, it cannot be used in
the current method because the effect of roughness on the laminar
boundary layer is not modeled.

Several roughness parameters have been taken into account
throughout this work, including the roughness Reynolds number
k+, but the relative roughness height k /�1 resulted in the least data
scatter and was thus selected for forming the new correlation.

Although the combined effect of roughness and turbulence in-
tensity can be clearly seen in Fig. 4, data scatter is still high. As
the roughness parameter k /�1 only considers the roughness height
but not the roughness density, this is not surprising. The approach
followed in this work is to use only those test cases for the cor-
relation which feature roughness densities which result in a maxi-
mum roughness effect at a given roughness height. The new cor-
relation can then be used to give a conservative appraisal of the
momentum thickness Reynolds number at transition onset. As the
type of surface roughness encountered on real turbine airfoils is
expected to vary significantly, depending on the operational area
and type of operation, the maximum roughness height might be
the only parameter known a priori to the turbine designer.

Figure 5 shows the test cases with roughness densities produc-
ing maximum roughness effects for a given roughness height. In
order to construct the new correlation, the test cases are classified
with respect to the turbulence intensity at transition onset. Con-
sidering Eq. �23� as boundary condition for k=0 and making sure
that data from test cases not resulting in a maximum effect on
transition lie on the upper right of the corresponding correlation
curve, the following equations for the momentum thickness Rey-
nolds number can be deduced:

Fig. 3 Smooth surface transition onset correlations

Table 3 Surface roughness for the HPTV test cases

Roughness
name

k
��m�

d
��m�

t1=2t2
��m�

k /c�10−4

�-�

r10-m 10 25 55 1.06
r10-s 10 25 70 1.06
r10-ss 10 25 100 1.06
r20-m 20 50 110 2.13
r20-s 20 50 140 2.13
r20-ss 20 50 200 2.13
r40-m 40 100 220 4.26
r80-m 80 200 440 8.52

Table 4 Surface roughness for the LPTV test cases

Roughness
name

k
��m�

d
��m�

t1
��m�

t2
��m�

k /c�10−4

�-�

LP-r17 17 60 110 55 1.50
LP-r27a 27 80 120 100 2.38
LP-r27b 27 80 180 150 2.38
LP-r27c 27 80 240 200 2.38
LP-r45 45 200 440 220 3.97
LP-r90 90 200 440 220 7.94

Fig. 4 Rough surface transition onset „all test cases…
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k
�1

�0.05:

Re
,t = Re
,t,s = 500�Tu*�−0.65 �24a�
k
�1

0.05:

Re
,t = min� 1

Re
,t,s
+ f1� k

�1
− 0.05�1.4�−1

, Re
,t,l�
�24b�

Re
,t,l = − 181 + 286.3� k

�1
�−0.354

�25�

f1 = min�max�0.007,0.005 + 9 � 10−4Tu*�,0.0125� �26�
Figure 5 shows the resulting correlation curves for the seven

distinct turbulence levels with experimental data. For low turbu-
lence intensity, the data points lie on the limiting curve given by
Eq. �25�. All the high turbulence intensity curves end on the lim-
iting curve as they reach high roughness values. This is reasonable
because the effect of turbulence intensity should vanish for very
rough surfaces. Equations �24�–�26� are valid for three-
dimensional distributed roughness with relative roughness heights
k /�1�3.

Model Validation
The overall model will be validated using the high pressure

turbine vane test cases reported by Stripf et al. �9� and additional
unpublished data which was measured in the same test section as
in �9� but on a low pressure turbine cascade.

High-Pressure Turbine Vane. The experimental setup, mea-
suring technique, and airfoil characteristic used in the following
test cases are presented in detail in �9�. An overview of the rough
surfaces is presented in Table 3 and together with Fig. 6 gives a
clear definition of the surface geometries. Note that the extension
−m stands for a roughness density that has a maximum effect on
transition.

Figure 7 shows the comparison between measured and calcu-
lated suction side heat transfer distributions for two different inlet
Reynolds numbers Re1 and three different inlet turbulence inten-
sities Tu1. Only the suction side, heat transfer is considered here,
because the pressure-side boundary layer stays laminar under
most test conditions due to the high acceleration and is therefore
less interesting for the validation �see �9��. For the suction side,
the onset of transition is correctly predicted by the proposed
model �Eqs. �23�–�26�� and the transition zone is well described
by the SWGL intermittency model. In the turbulent boundary

layer, the discrete element roughness model shows the right level
of heat transfer for most of the rough surfaces. However, some
deviation is seen in the highly accelerated or decelerated turbulent
boundary layer at the high Re1 cases. Here, heat transfer is under-
estimated by �12% in the accelerated boundary layer for the
r40-m surface, whereas it is overestimated by the same amount in
the decelerated region for r40-m and r80-m.

In Fig. 8, measurements for different roughness densities at
constant roughness height are shown. Because the roughness den-
sity is not accounted for in the transition onset correlation, the
only difference in the heat transfer calculations occurs in the tur-
bulent boundary layer, where the discrete element model predicts
different levels of heat transfer due to the different roughness
densities. The largest deviation in transition onset is seen for the
r20-ss surface with the lowest roughness density. However, this is
acceptable as the model is designed to rather predict an early than
a late onset of transition.

Low-Pressure Turbine Vane. Additional test cases with simi-
lar surface roughness variations �see Table 4� will be used to
further validate the model. The test section and measuring tech-
nique are the same as described by Stripf et al. �9� and the airfoil
characteristic can be seen in Fig. 9, where the suction side distri-
bution of the acceleration parameter is shown.

Figure 10 gives an overview of measured and calculated heat
transfer distributions. A good overall agreement can be observed
with the tendency of an early transition prediction. For high tur-
bulence intensity �Tu1=11.2% � and high Reynolds numbers, the
predicted heat transfer in the accelerated laminar boundary layer
is too low, which is mainly visible for the smooth or low surface
roughness cases. The effect is well known to the research com-
munity and several suggestions exist to account for it �61,62�.
However, they all change the momentum thickness at the start of
transition so that the transition onset correlation has to be adjusted
to the individual “laminar model” used. Hence, in favor of a more
general correlation, the effect of turbulence on the accelerated
laminar boundary layer is not considered here.

For Tu1=11.2% and Re1=4.5�105, transition seems to occur
slightly too far downstream for the three highest surface rough-
nesses. However, taking into account that heat transfer in the lami-
nar boundary layer is 25% underpredicted, the transition onset
location is well described.

Heat transfer augmentation in the turbulent boundary layer due
to surface roughness is well predicted, except for the LP-r45
rough surface at high Re1, where heat transfer is underestimated.
For this surface, the roughness elements have a large base diam-
eter compared to the roughness height and the diameter at the
crest of the truncated cone is still large. Therefore, the heat trans-
fer at the top area of the truncated cone cannot be neglected in
contrast to all other surfaces, where the top area is sufficiently
small and the roughness elements more closely resemble full
cones. The discrete element method does not account for this heat
flux to the top area of the roughness element and underestimates

Fig. 5 Rough surface transition onset correlation

Fig. 6 HPTV test cases, influence of roughness density
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the heat transfer in those cases.
Additional test cases with varying roughness density at constant

roughness height are shown in Fig. 11. Again, it can be seen that
the proposed transition onset correlation predicts an early transi-
tion in cases where the roughness density does not lead to a maxi-
mum effect on transition. In the turbulent boundary layer, the
effect of roughness density on heat transfer is correctly reflected
in the calculation. However, in the accelerated part of the bound-
ary layer, calculated heat transfer coefficients are 15–20 % too
low, which is the same behavior as described above, for the high-
pressure turbine vane test cases.

Summary and Conclusion
A method to calculate the heat transfer distribution in the tran-

sitional boundary layer on rough surfaces has been presented. The
method includes a newly developed correlation for the onset of
laminar-turbulent transition and an existing intermittency model
from Solomon et al. �39�, which was slightly modified to give
better results on rough turbine airfoils. The new transition onset

correlation is constructed to give exact predictions for rough sur-
faces that, for a given roughness height, feature a roughness den-
sity that leads to a maximum effect on transition. For other rough-
ness densities, the correlation predicts an early transition if the
maximum roughness height is used as input. The same should be
true if the maximum roughness height of real stochastic surfaces
is used, although more experimental data are desirable to validate
and finely adjust the correlation for this kind of surfaces. Since the
method presented is based entirely on heat transfer data, further
validation against rough surface momentum boundary layer data
from turbine airfoils is desirable as soon as they become available.

In addition, the discrete element model �DEM� is used to ac-
count for the effects of roughness in the turbulent boundary layer.
The DEM is switched off in the laminar boundary layer, in order
not to influence the calculated conditions at the onset of transition.
This way, the discrete element roughness model can easily be
substituted for a different roughness model without invalidating
the new transition onset correlation. However, the authors believe
that the discrete element model is the most promising one to ac-
count for the effects of real turbine roughness on heat transfer.

Fig. 7 Roughness geometry

Fig. 8 HPTV test cases—suction side, influence of roughness
height Fig. 9 Acceleration parameter K on the LPTV suction side
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Recent model extensions from McClain �31� and McClain et al.
�49� show promising results for randomly rough surfaces. The
overall model has been successfully validated, using test cases
from high- and low-pressure turbine vane suction sides with de-
terministic rough surfaces of varying roughness density.
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Nomenclature
a ,b � widths of elliptical element �here a=b� �m�

A � van Driest damping length �m�
Cd � local element drag coefficient

c � chord length �m�
Cf � skin friction coefficient
cp � specific heat at constant pressure �J /kg /K�
d � local element diameter �m�

h � heat transfer coefficient �W /m2 /K�
H � boundary layer shape factor H=�1 /

H � stagnation enthalpy �J/kg�
k � turbulent kinetic energy �m2 /s2�

k ,ks � roughness height, sand roughness height �m�
k+ � roughness Reynolds number k+=k ·u� /�
kf � thermal conductivity of fluid �W /m /K�
K � acceleration parameter K=� /Ue

2 ·dUe /dx
l � mixing length �m�

l�,v , l�,v � length scales in the turbulence model �m�
Lx ,Lz � element spacings �m�

n � spot formation rate �m−1 s−1�
N � nondimensional breakdown parameter

Nud � local element Nusselt number
P � static pressure �Pa�

Pr, Prt � Prandtl number, turb. Prandtl number
Re � Reynolds number

Red � local element Reynolds number
Re
 � momentum thickness Reynolds number

s � surface length �m�
St � Stanton number
T � fluid temperature �K�

Tr � local roughness element temperature �K�
t1 , t2 � roughness element spacings �Fig. 8� �m�

Tu � turbulence intensity �%�
u� � shear stress velocity �m/s�

U ,V � streamwise and wall normal velocity �m/s�
v� � wall normal fluctuations �m/s�

x ,y ,z � coordinates �m�

Greek
�x ,�y � blockage factors ��x=�y =�d2 / �4LxLz��

� � spot spreading half angle �deg�
�x ,�y � openage factors ��x=�y =1−�x=1−�y�

�1 � displacement thickness �m�
� � dissipation rate �m2 /s3�
� � intermittency factor

Fig. 11 LPTV test cases, influence of roughness density

Fig. 10 LPTV test cases—suction side, influence of roughness height

Journal of Turbomachinery APRIL 2008, Vol. 130 / 021003-9

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



� � von Karman constant, �=0.4
�
 � pressure gradient parameter

�
= �
2 /���dUe /dx�
� � dynamic viscosity �Ns /m2�
�t � eddy viscosity �Ns /m2�
� � kinematic viscosity �m2 /s�

 � momentum thickness �m�
� � density �kg /m3�
	 � spot propagation parameter

Subscripts
1 � at cascade inlet
e � at boundary layer edge
s � smooth
t � at transition onset
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Design and Test of an Aspirated
Counter-Rotating Fan
The design and test of a two-stage, vaneless, aspirated counter-rotating fan is presented
in this paper. The fan nominal design objectives were a pressure ratio of 3:1 and adia-
batic efficiency of 87%. A pressure ratio of 2.9 at 89% efficiency was measured at the
design speed. The configuration consists of a counter-swirl-producing inlet guide vane,
followed by a high tip speed �1450 ft /s� nonaspirated rotor and a counter-rotating low
speed �1150 ft /s� aspirated rotor. The lower tip speed and lower solidity of the second
rotor result in a blade loading above conventional limits, but enable a balance between
the shock loss and viscous boundary layer loss; the latter of which can be controlled by
aspiration. The aspiration slot on the second rotor suction surface extends from the hub
up to 80% span. The bleed flow is discharged inward through the blade hub. This fan was
tested in a short duration blowdown facility. Particular attention was given to the design
of the instrumentation to measure efficiency to 0.5% accuracy. High response static
pressure measurements were taken between the rotors and downstream of the fan to
determine the stall behavior. Pressure ratio, mass flow, and efficiency on speed lines from
90% to 102% of the design speed are presented and discussed along with comparison to
computational fluid dynamics predictions and design intent. The results presented here
complement those presented earlier for two aspirated fan stages with tip shrouds, extend-
ing the validated design space for aspirated compressors to include designs with conven-
tional unshrouded rotors and with inward removal of the aspirated flow.
�DOI: 10.1115/1.2776951�

1 Introduction
The work reported here is the latest element of a program being

conducted by the MIT Gas Turbine Laboratory and its collabora-
tors to develop and validate the technology for the design of axial
compressors that incorporates control of flow separation by aspi-
ration �or suction� of the viscous flows at diffusion-limited loca-
tions. Prior to the work reported here, two aspirated single-stage
fans were designed and tested. The first was a transport engine
aspirated transonic fan stage, with a pressure ratio of 1.6 at a tip
speed of only 750 ft /s. It was designed and tested in the Blow-
down Compressor at MIT as a first step in assessing the utility of
aspiration for increasing stage loading �1�. A second, high tip
speed stage was designed and tested at NASA Glenn Research
Center to assess the feasibility of similarly high loading at a tip
speed of 1500 ft /s �2�. Rotor-tip shrouds were used in these de-
signs for two reasons: first, to enable an assessment of the benefits
of aspiration without the complications of tip clearance flows; and
second, to provide a practical means in a first-stage configuration
for transporting the aspirated flow outwards from the suction slots
on the rotor blades to the rotor housing. Both fan stages validated
the concept of aspiration by approximately doubling the stage
work over that achievable in a similar stage without aspiration.
They also validated the design system as a means for designing
aspirated compressors with unconventional design parameters,
without prior empirical knowledge �3�.

The new proposition addressed here is that aspiration offers
additional benefits in application to compressors, either fans or
cores, with counter-rotating blade rows, because of the high levels
of work enabled by the swirl that enters the second rotor. This
high work results in high aerodynamic loading and high Mach
number in the second blade row of such counter-rotating pairs,

both of which lead to diffusion problems that can be addressed
with aspiration. The result is a potential for higher pressure ratios
with fewer blade rows, hence either shorter and lighter compres-
sors or compressors that meet unusual needs.

A configuration of particular interest in this context is the
counter-rotating fan studied here. It consists of a counter-swirl-
producing inlet guide vane, followed by a high tip speed
�1450 ft /s� nonaspirated rotor and a counter-rotating low speed
�1150 ft /s� aspirated rotor. There are no stators. The lower tip
speed of the second rotor results in a blade loading above conven-
tional limits, but delivers a good balance between the shock loss
and viscous boundary layer loss, both of which can be controlled
by aspiration. In the context of such counter-rotating fans, viscous
flow control via aspiration enables the design of high work, com-
pact and efficient compression systems that are not possible with-
out such viscous flow control. Applications for such fans may be
found in variable-cycle engines for multimission aircraft and in
high-supersonic cruise aircraft �4,5�.

Such counter-rotating configurations are not readily configured
with tip shrouds, in part because of high temperatures in some
potential applications, so the rotors were designed with conven-
tional tip clearances and with provision for discharging the aspi-
rated flow from the second rotor inward rather than outward as in
the previous aspirated stages. In addition to meeting the needs of
potential applications, this choice enables a generic assessment of
the feasibility of such inward discharge, which, in general, is de-
sirable for energy recovery from the aspirated flow.

To minimize the time and cost of testing this counter-rotating
fan, the evaluation has been carried out in a short test duration
blowdown facility at MIT. As discussed in more detail below, the
several hundred millisecond test duration of this facility enables
evaluation of the performance of the compressor in terms of its
pressure ratio, mass flow, and efficiency by means of conventional
instrumentation such as is used in continuously operating test fa-
cilities. The key requirement is for thermocouple response fast
enough to achieve essentially steady measurements during the
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blowdown time. All temperature measurements reported here
meet this requirement. Therefore, the measurements of pressure
ratio, mass flow, and efficiency are directly comparable to those
that would be obtained for the same configuration in a steady test
facility.

Efficiency being an important component of such a comparison,
it is important to note that in this paper, to isolate the effect of
aspiration on efficiency, we quote the through-flow adiabatic effi-
ciency. Specifically, this is the adiabatic efficiency of the compres-
sor based on the second rotor outflow. This through-flow effi-
ciency includes the effects of shock losses in the core flow and
viscous losses that influence the entropy of the outflow of the
compressor. It does not embrace the effects of losses that raise the
entropy of the aspirated flow or the work associated with it. The
overall impact of these �secondary� effects of aspiration can be
properly quantified only in the context of a complete engine de-
sign, in which the handling of the aspirated flows is explicated.
Merchant et al. �6� qualitatively explored the key issues of aspi-
ration on the engine efficiency, and Kirtley et al. �7� have also
examined the impact of flow control in the context of efficiency of
multistage compressors. This said, we do comment on the impact
of bleed on efficiency later in the paper.

The structure of the remainder of this paper is as follows. The
aerodynamic design is summarized first, followed by a brief de-
scription of the mechanical design of the stage and facility. The
overall compressor performance is discussed and compared with
the predictions of multistage computational fluid dynamics �CFD�
analyses. The operability and off-design behavior are discussed
briefly. Lastly, the important conclusions and implications of the
results of the test program are enumerated.

2 Aerodynamic Design
The nominal design objectives for the counter-rotating fan

based on engine concept studies are presented in Table 1. The
desired pressure ratio was 3:1 with an adiabatic efficiency goal of
87%. The rpm ratio for the rotors was approximately 0.8, and the
corresponding tip speed ranges are given in the table. The design
point stall margin was 20%. An inlet guide vane was included in
the engine concept for off-design operation, and this was ex-
ploited in optimizing the performance at the design point. The exit
swirl from the second rotor was constrained to less than 15 deg,
consistent with either a mechanical strut that could remove the
residual swirl or entry into a core.

In contrast to the design of a conventional fan, this design was
complicated by the introduction of the second independent rotor
with its tip speed and work coefficient as additional design vari-
ables. The absence of a vane between the rotors added further
complexity to the design effort due to the very high relative su-
personic Mach numbers into the second rotor.

In order to clarify the roles of design variables such as rotor
speed ratio, a preliminary design study and optimization of design
parameters was performed using a one-dimensional model of the
fan. Compressibility, area change, shock loss, and airfoil and end-
wall viscous loss were considered. The design space was explored
by parametrically varying rotor speeds, rotor work coefficients,
and inlet guide vane swirl. Finally, a constrained optimization
yielded the preliminary design.

The parametric study showed that the speed of the second rotor
has a strong impact on the efficiency, mainly due to the shock loss
at high relative Mach numbers at the rotor face �Fig. 1�. The speed
of the first rotor has a relatively small impact on the overall effi-
ciency, since the average Mach number varies only from 0.95 to
1.15 over the speed range. In contrast, the average Mach number
in the second rotor varies from 1.4 to 1.6. Note that this variation
was calculated without any counterswirl in the first rotor. Lower-
ing the blade speed of the second rotor to manage the Mach num-
ber, while maintaining the design pressure ratio, results in a higher
work coefficient and blade loading than is found in conventional
supersonic rotors.

Adding counterswirl via the inlet guide vane increases the rela-
tive Mach number into the first rotor, but lowers the relative Mach
number into the second rotor and thus its shock losses. As shown
in Fig. 1�b�, the efficiency peaks at about 15 deg of counterswirl.
For simplicity, a linear counterswirl variation from 10 deg at the
hub to 0 deg at the tip was chosen for the final design.

The optimized 1D design was used as the starting point for a
coupled axisymmetric-quasi-3D design of the fan. The basic de-
sign parameters are shown in Table 2. The flow path was designed
to provide sufficient flow contraction to maintain an acceptable
mean line axial velocity decrease. The inlet radius ratio was con-
strained by the test facility, and the exit radius ratio was selected
to achieve an exit Mach number of 0.5 at design conditions. The
casing flow path was sloped 2% across each rotor to unload the tip

Table 1 Nominal fan design objectives

Pressure ratio 3:1
Adiabatic efficiency 87%
Rotor 1 speed range 1400–1500 ft /s
Rotor 2 speed range 1100–1250 ft /s
Specific flow 41.5 lbm /s ft2

Exit Mach No. 0.5
Exit swirl angle �15 deg

Fig. 1 Design calculations of the effect of rotor speeds and
IGV counterswirl on fan efficiency: „a… efficiency variation with
Rotor 1 and 2 tip speeds; „b… efficiency variation with IGV coun-
terswirl and Rotor 2 tip speed
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sections, especially that of the second rotor. The aerodynamic de-
sign of the blades was carried out using the aspirated blade design
methodology described in Merchant �3�.

Three-dimensional viscous analysis of the stage, using the mul-
tistage average passage APNASA code developed by Adamczyk �8�,
was a critical component in the design process. The high-
supersonic Mach numbers in the blade rows, close blade row
spacing, coupled with the very high blade loading demanded
higher fidelity blade row matching information than is possible
with mixing-plane approaches. While the design was carried out
using the quasi-3D design system, modifications to blade geom-
etry such as incidence changes were driven by information from
the 3D APNASA solution.

The predicted nominal design point performance for the fan
calculated using APNASA is shown in Table 3. The tip clearances
for the rotors were approximately 0.6% �Rotor 1� and 0.9% �Rotor
2� of the tip chord. The fan predictions exceeded the efficiency
goal by 1.2% at the design pressure ratio and achieved a peak
adiabatic efficiency of 89% at a pressure ratio of 3.16.

It is interesting to compare the design parameters of the two
rotors shown in Table 2. Although the first rotor parameters are in
the range of conventional supersonic fans, the aspect ratio is
higher due to a lower average solidity �9�. The average Mach
number of the first rotor is also higher than for conventional fans
due to the counterswirl from the inlet guide vane. The second
rotor has a 40% higher work coefficient and 20% higher average
Mach number than the first rotor. The average solidity is also
significantly lower than for conventional fans. This is due to a
combination of reduced blade count and reduced chord length,
both enabled by aspiration.

The detailed design process revealed that a started shock sys-
tem in the second rotor was critical to meeting the performance
goals. This was complicated by three issues: �1� excessive hub
boundary layer growth at the shock impingement location leading
to shock unstart at the hub, �2� achieving the correct blade throat
margin to maintain started flow at design and part speed condi-
tions, and �3� managing the blade metal blockage by keeping the
blade count low while maintaining sufficient solidity to meet the
high loading requirement. Aspiration was critical in addressing
these issues. First, the position of the passage shock was stabilized
by aspiration. This approach has been utilized in the form of
“shock traps” in supersonic inlets and was also incorporated in
previous aspirated compressors �6�. Second, aspiration enabled
blade designs with 20% lower solidity at diffusion factors of 0.55.
This resulted in reduced blade blockage and enabled a blade de-

sign with sufficient throat margin �10�. Increasing the throat mar-
gin resulted in a stronger shock system that could be tolerated
with aspiration.

To illustrate the shock locations and boundary layer thick-
nesses, Fig. 2 presents relative Mach number contours at midspan
from the APNASA calculation. The peak efficiency point �Fig. 2�a��
has a started shock and a well-attached suction side boundary
layer. The peak pressure ratio point, which is the last computed
CFD point, shows a spilled shock system. A midspan quasi-3D
analysis of the impact of aspiration on the characteristics of the
rotor showed that 1% aspiration resulted in a gain of 2% points in
efficiency and 6% in pressure ratio before shock unstart.

Figure 3 shows the predicted design speed pressure ratio and
adiabatic efficiency with different levels of aspiration �percent of
inlet mass flow�. The mass flow variation at 0% aspiration indi-
cates that both rotors are unchoked at the computed points. The
peak pressure ratio is 3.08 and the peak efficiency potentials is
84%. Comparing the speed lines at 0.5% and 1% aspiration, there
is little difference in the peak efficiency, but the pressure ratio at
0.5% aspiration at which the speed line rolls off is 4% lower than
at 1% aspiration. The predicted stall margin potentials based on
the last computed CFD point, calculated using the method in Wa-
dia et al. �9�, are 15% at the design bleed, 11% at 0.5% bleed, and
6% at 0% bleed.

Table 2 Fan aerodynamic design parameters

Rotor speeds 1450 ft /s 1150 ft /s
Work coefficient 0.34 0.5
Diffusion factor 0.48 0.55
Hub relative Mach 1.0 1.3
Tip relative Mach 1.5 1.45
Blade count 20 29
Avg. solidity 1.9 1.7
Avg. aspect ratio 1.6 1.75
Inlet radius ratio 0.5 0.65

Table 3 CFD predicted nominal design point performance

Rotor 1 Rotor 2 Overall

Pressure ratio 1.92 1.6 3.02
Adiab. efficiency �%� 91.2 86.6 88.2
Poly. efficiency �%� 92.3 87.5 90.0
Aspiration �%� 0 1.0 1.0

Fig. 2 Contours of Mach number in Rotor 2 at midspan: „a…
peak efficiency; „b… peak pressure ratio

Fig. 3 Predicted fan design speed pressure ratio and effi-
ciency at different levels of aspiration
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3 Experiment Description
The theory and first application of blowdown compressor test-

ing are described in Kerrebrock �11�. The blowdown facility used
in this work is shown in Fig. 4, and its test section details in Fig.
5. The facility consists of a supply tank, initially separated by a
fast-acting annular valve from the counter-rotating compressor
stages and the dump tank into which they discharge. A choked
perforated plate placed between the valve and test section was
used to tailor the transient characteristics of the facility to the flow
requirements of the compressor. A choked, adjustable area throttle
downstream of the stage sets the operating point. For this experi-
ment, a sufficient test time was required to permit accurate mea-
surements of temperatures at the entrance to and exit from the
compressor. In this facility, the measurement uncertainty of effi-
ciency is dominated by temperature rise uncertainty. For these
experiments, the target for efficiency measurement was 0.5%,
which requires measurement of the temperature rise to about the
same accuracy. Such instrumentation had been demonstrated for
blowdown turbine stage testing �12�. The temperature measure-
ment response time established a 100 ms test time requirement.
This short test time precludes aeromechanical problems with the
test hardware over the life of a typical test program.

A characteristic of blowdown compressors as used at MIT is
that the decrease of the temperature of the gas in the supply tank
during the test time is matched by slowing of the rotor, which is
driven by its angular inertia, so that the Mach number of rotation
is nearly constant during the blowdown. The relatively long test
time of these experiments required the addition of a flywheel on
each of the spindles carrying the rotors.

The test section, consisting of the two rotors, each on an inde-
pendent, electric motor-driven spindle, is shown in Fig. 5. The
need to provide sufficient inertia to drive these high work stages
for the required test time sized the flywheel inertia. The desire to
keep the rotating systems’ critical speeds above their operating
range thus imposed a minimum hub-to-tip ratio on the first rotor
of about 0.5. The tungsten flywheels, around which the test sec-

tion was designed, failed during proof test, necessitating their re-
placement with maraging steel units. The resultant reduction in
flywheel inertia was compensated for by reducing the inlet pres-
sure and thus the test Reynolds number by about 20%.

The first rotor is an integrated bladed steel disk. The second
rotor dovetails steel blades to a steel disk. Steel was chosen for the
second rotor blades to ease construction of the hollow airfoils.
They were fabricated by milling a bleed passage within a partially
finished blade, e-beam welding on a cover, and then finish ma-
chining. The bleed air is removed through a passage electro-
discharge-machined through the rear blade tang, as shown in Fig.
6. The bleed flow path was designed to choke the suction surface
slot so as to establish the bleed flow rate. Details of the mechani-
cal design were given by Parker �13�.

Primary performance instrumentation consisted of static and to-
tal pressure probes and rakes, and stagnation temperature rakes
located ahead of the first inlet guide vanes �IGV� and behind the
second rotor. �This test section did not have torque meters.� Also,
high frequency response wall static pressure transducers were lo-
cated in the casing between the two rotors and just downstream of
the second rotor. The rotor speeds and tank pressures were re-
corded as well. The pressure across an annular orifice in the bleed
flow path downstream of the second rotor was measured to moni-
tor the aspirated bleed flow, but programatic constraints precluded
proper bleed flow path calibration so the bleed flow estimates in
this paper are from the bleed flow path design CFD calculations.

For these tests, a gas mixture of CO2 and argon with a ratio of
specific heats � of 1.4 was used in place of air to reduce the speed
of sound �and thus mechanical stresses� while maintaining aero-
dynamic and thermodynamic similarity with air at flight condi-
tions. During data reduction, the mixture was treated as real gas
with properties estimated from NIST data �� changes by about 3%
from the stage inlet to outlet�. Details of the construction and
calibration of the instrumentation along with the test error analysis
were given by Onnee �14�.

4 Blowdown Operation
Insofar as we are aware, this is the first two-rotor configuration

tested in a transient facility and some effort was required to realize
the desired test behavior. Given fixed rotor inertia and geometry,
the operating condition of the fan during the test time is set by the
initial rotor speeds, the supply tank pressure and temperature, and
throttle areas downstream of the second rotor and in the bleed
flow path �which are adjustable�.

Fig. 4 Blowdown facility

Fig. 5 Counter-rotating fan test section

Fig. 6 Aspiration passage geometry in Rotor 2
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Figure 7 shows a typical simulated test time history. While the
pressures and temperatures vary during the test, the pressure and
temperature ratios across the stage remain close to constant for a
sufficient period to enable accurate measurement of the fan per-
formance. The useful test time is after the initial startup transient,
from 250 ms to approximately 350 ms. The rise of the dump tank
pressure then results in unchoking of the throttle and eventual stall
of the fan.

The corrected flow is derived from a survey of the stagnation
and static pressures upstream of the IGVs and is essentially a
measure of the Mach number at that point. Corrected speed is
derived from the measured rotative speed and the measured tem-
perature upstream of the first rotor. All of the measured values,
including the rotative speed, are variable in time during the run, so
a point on the map is defined by selecting a time near the middle
of the test time, when the rotative and flow Mach numbers are
nearly constant, and calculating the operating point from the val-
ues measured at that time as averaged over three rotor revolutions.
Typical variation in corrected speed and weight flow during the
nominal 100 ms test time is shown in Fig. 8, which shows a
variation of less than �0.5% in corrected speed and �1.6% in
corrected flow.

After this 100 ms test period, the operating point changes as the
throttles unchoke, resulting in the fan stalling after several hun-
dred milliseconds. Conceptually, data from this period could be
used to map out the stage behavior over the operating line fol-
lowed. Such analysis has yet to be done, however, and all data
reported herein are those averaged over the 100 ms matched test
time.

5 Results and Discussion
In this section, we present and discuss the overall fan perfor-

mance map. The experimental results are compared and recon-
ciled with CFD calculations carried out using APNASA. The stall
behavior of the fan is also discussed from a first principles analy-
sis. In order to assist in understanding the measured performance
of the fan, a simple one-dimensional model, which includes shock
loss, diffusion loss, and a coupling of the mass flow to the rotor
speed �assuming that both rotors operate with a unique incidence
condition�, was used. The model was calibrated by adjusting the
blade metal angles to match the design pressure ratio. The corre-
sponding predicted efficiency from the loss model was found to be
in reasonable agreement.

5.1 Overall Fan Performance. The overall measured perfor-
mance of the counter-rotating compressor is summarized in Figs.
9 and 10, which, respectively, show the pressure ratio and effi-

ciency as functions of corrected speed and corrected flow. The
pressure ratio was derived by area averaging the measured
upstream/downstream spanwise pressure profiles. The reported ef-
ficiency was calculated from total enthalpy and entropy from
NIST tables based on area-averaged total pressure and tempera-
ture �13,14�. The predicted APNASA performance was calculated
from area averaging the flow solution. Excluding the effect of the
boundary layers outside the radius of the hub and tip rake mea-
surements resulted in an increase of about 0.3% in the predicted
efficiency.

The nominal speeds of the two rotors as percent of the design
speed are both shown �R1, top red, and R2, bottom green�. The
design speed ratio between the rotors was maintained on each of
the speed lines, and perturbations from the design speed ratio
were tested at the individual points indicated on the map. The
operating points on the speed lines were obtained by adjusting the
downstream throttle setting. The APNASA calculations presented
are all predictions made prior to the start of the test program.
Because of the complexity of the dual-shaft test rig, it was diffi-

Fig. 7 Typical variation of flow conditions during a blowdown
test

Fig. 8 Measured corrected rotor speed variations

Fig. 9 Compressor pressure ratio as predicted by APNASA

„solid lines… and as measured „points…
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cult at first to set operating points to a precision greater than 2% in
speed and mass flow prior to the test �although the precision im-
proved with experience and there was no difficulty in reducing the
data to 0.1% precision�. The predictions were made at an inlet
Reynolds number of 2.6�106, while tests were run at about 1.6
�106 at design speed. The rotor-tip clearances used in the calcu-
lations were 0.6% and 0.9% of the tip chord for the first and
second rotors, respectively, while that in the tests is estimated to
60% smaller than the calculation. The effect of the tighter clear-
ance on the efficiency is estimated to be 0.6% increase based on
the tip leakage model by Denton �15�. Thus, the CFD solutions are
not exactly at the test conditions, but resource limitations pre-
cluded rerunning the CFD at the measured operating points.

Figure 9 shows that the fan achieved a peak pressure ratio of
2.94 at design speed. This is 3% below the predicted design pres-
sure ratio and implies a difference of approximately 1% in the
temperature ratio. Comparing this to the predicted peak efficiency
points, the measured pressure ratio is 7% below the pressure ratio
predicted for 1% aspiration, and 4% below the pressure ratio pre-
dicted for 0.5% aspiration. This implies a difference of approxi-
mately 2% between the measured and predicted temperature ra-
tios. The one-dimensional fan model described above was used to
relate the sensitivity of the stage temperature ratio or work to the
flow angle deviation. The model indicated that the stage was very
sensitive to changes in exit flow angles, and a rotor deviation
change of approximately 1 deg was sufficient to explain the ob-
served differences between the measured and predicted perfor-
mances. The increase in deviation may be caused by lower than
design aspirated flow. An additional point to note is the strong
coupling between the rotors due to the absence of a stator, which
typically constrains the absolute flow angle into a downstream
rotor. Thus, in the counter-rotating compressor, a change in devia-
tion of the first rotor will have a greater impact on the downstream
rotor and, thus, the overall stage performance than in a conven-
tional multistage compressor.

The measured choking mass flow at the design speed is within
1% of the predicted design mass flow. The measurements show a
flow range of 14% from choke to stall, which is approximately
twice the range of the predicted speed line. Typical supersonic
stages show a mass flow variation of about 7% at design speed
conditions �9,16�. At 102% design speed, the measured choking
mass flow is about 2% higher than design. This flow is determined
solely by the choking mass flow in the first rotor, and the increase
in corrected flow is consistent with the speed increase of the first
rotor. At 90% speed, the measured flow range from choke to stall
is 10%, and the measured choking flow rate is within 2% of the
value predicted by APNASA. It should be noted that the rotor ge-
ometry changes with mechanical speed; specifically, the stagger in

supersonic fans increases as the blade speed drops, so the choking
mass flow will drop as well. Variations in the geometry due to
mechanical speed variations were not accounted for in the CFD
calculations, which may explain the lower choking mass flow in
the predictions.

The peak stage adiabatic efficiency measured was 91% �Fig.
10�. As the stage is throttled to stall on the nominal design speed
line �100% and 102% design speed lines�, the variation in effi-
ciency is qualitatively in agreement with the trend predicted by
the APNASA calculation, although the lowest measured efficiency
is about 3% points higher than the lowest predicted efficiency. At
90% speed, only one efficiency prediction was available, and this
is about three to six points lower than the measurement, depend-
ing on the operating point chosen for comparison.

The CFD and test data spanwise distribution of the Rotor 2 exit
temperature and pressure are given in Fig. 11 for Point B on the
100% speed line and point A on the 90% speed line. At 100%
speed, the CFD overpredicts the pressure rise along the inner half
of the span while under predicting the temperature rise. At 90%
speed, the outer span pressure rise is overpredicted. The relatively
low work at the hub suggests that there may be some separation
there.

Given the sensitive supersonic operating condition of both ro-
tors, the measured and predicted performances are in good agree-
ment. Thus, we conclude that the overall aspirated compressor
aerodynamic design system gives useful results even in new and
unusual sectors of design space such as that selected for this fan.

5.2 Casing Static Pressure Measurements. In the tests to
date, the outer casing static pressure measurements provide the
only independent assessment of the performance of the first rotor.
At nominal design speed, the first rotor is choked at the stage
choking mass flow. Here, the measured ratio of wall static to
upstream total pressure is 1.39, while the value predicted by AP-

NASA is 1.41. At the stall point, the measured static pressure ratio
is 1.45 and the predicted value at the last computed point is 1.44.
At 90% speed, the measured normalized static pressure is 1.3 and
the predicted value is 1.31. This comparison indicates that this
measure of first rotor performance is in agreement with prediction
at both speeds.

5.3 Speed Ratio Perturbations. Although the stage was
nominally designed and tested for a speed ratio of 0.8, the speed

Fig. 10 Adiabatic efficiency as predicted using APNASA „solid
lines… and as measured „points…

Fig. 11 Spanwise pressure and temperature distributions
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ratio will change in many engine applications. Two speed ratio
perturbations were examined about Point B on the compressor
map �Figs. 9 and 10�. Increasing the speed of the second rotor
while maintaining the speed of the first rotor results in an increase
in pressure ratio and efficiency. The second rotor effectively acts
as a throttle for the first rotor, so increasing the speed ratio moves
the operating point of the first rotor closer to choke. This can be
seen in the decrease in the normalized static pressure downstream
of the first rotor shown in Table 4. Note that the overall flow rate
does not change even though the first rotor is being throttled
down. This unusual behavior can be explained by noting that an
increase in the exit deviation of Rotor 1, caused by throttling
down, can change the absolute flow angle without necessarily
changing the axial velocity �mass flow�. The overall result is that
the inlet corrected flow of Rotor 2 can change as the blade speed
is increased without changing the overall mass flow rate of the
compressor. This behavior does not occur in a conventional mul-
tistage machine since stators constrain the absolute flow angles
into downstream rotors.

Conversely, decreasing the speed ratio results in throttling up of
the first rotor, moving it closer to stall. The static pressure rise
downstream of the first rotor at 100–95% speeds is greater than
the normalized static pressure at the stall point of the stage at the
design speed ratio. Thus, changes in speed ratio can have a large
impact on the stage performance, in particular, that of the first
rotor. The design implication is that the first rotor must be de-
signed with the appropriate stall margin to withstand the throttling
effect caused by reductions in the speed ratio, as required in an
engine application.

5.4 Stall Behavior. As is common practice, high frequency
response pressure measurements on the outer casing downstream
of the stage were used to detect rotating stall. The quasisteady test
window contains about 20 revolutions of the first rotor and 16
revolutions of the second rotor. Stall was detected during the test
time for operating points with a sufficiently closed throttle. The
rotating stall frequency observed was approximately 35% of the
first rotor speed.

Figure 12 shows the measured stall margin of the fan as defined
in Ref. �9�. The stalling pressure ratio was taken as the last oper-

ating point on each speed line. �Note that stall was not observed
on the 95% and 102% speediness, so these are excluded from this
discussion.� The fan exhibits a stall margin of at least 25% on the
three speed lines depending on the operating pressure ratio. The
stall margin at peak efficiency on the speed lines is approximately
12%. At the nominal design speed, the stall margin is 15% at a
pressure ratio of 2.8 and adiabatic efficiency of 88%.

This is the first counter-rotating fan reported in the literature
and, for a high pressure ratio supersonic fan, this stage has con-
siderable flow range and stall margin. This behavior merits some
examination. Cumpsty �17� presented a simple explanation that a
steeper pressure rise characteristic smoothes out nonuniformities
in the flow and therefore is advantageous in delaying stall. The
slope of the ideal characteristic of a vaneless counter-rotating fan
is

��

��inlet
= − �U2

U1
�tan��� − �1 −

U2

U1
�tan���

Here, U is the blade speed, � is the relative exit angle of Rotor 1,
and � is the blade relative inlet angle of Rotor 2. For simplicity, it
is assumed that there is no inlet swirl and the axial velocity is
constant. Substituting appropriate flow angles and speeds �note
that U1 and U2 are defined with opposite signs here� in this equa-
tion shows that a counter-rotating fan such as this has at least a
50% steeper characteristic compared to a conventional two-stage
compressor with the same average work coefficient.

A similar conclusion can be drawn by using the analysis of
Smith �18� who showed that a rotor with a sum of absolute and
relative angles 	90 deg has a greater ability to damp incoming
total pressure disturbances. Such a combination of flow angles
also results in a region of high loss in one frame of reference,
becoming a region of excess stagnation enthalpy in the frame of
reference downstream. The second rotor of the counter-rotating
fan exhibits this condition when viewed from the frame of refer-
ence of the upstream rotor, as shown in Fig. 13 �the sum of the
angles at the mean line is approximately 110 deg�. Thus, the sec-
ond rotor will reduce an incoming stall cell or total pressure dis-
turbance from the first rotor potentially extending the operating

Table 4 Comparison of casing static pressures at speed ratio
perturbations about the design speed

% Speed Rotor 1 Rotor 2 Overall

100–100 1.41 1.82 2.57
100–105 1.38 1.89 2.61
101–95 1.46 1.73 2.52

Fig. 12 Measured stall margin versus pressure ratio

Fig. 13 Velocity triangles in the frame of reference of the first
rotor
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range of the stage.
Another factor which may make the instability behavior of a

counter-rotating fan different than that of a conventional geometry
is the effect of counter-rotation on the dynamic �i.e., transient�
interaction between blade rows. This effect is well known for
multispool compressors, in which, for example, the �corotating�
disturbances from low spool rotating stall degrade the high pres-
sure compressor stability. When compressors rotate in opposite
directions, the influence of rotating disturbances is markedly re-
duced �19�. Similar interaction may apply for counter-rotating
fans, but appropriate analysis remains to be done.

5.5 Comments on Stage Efficiency. The test data and CFD
efficiency predictions presented in Fig. 10 and subsequent discus-
sion are that for the Rotor 2 exit flow �the “through flow”� in the
area mapped by the instrumentation rakes. As can be seen in Fig.
11, this excludes the hub and tip end wall flows. Using the CFD
solutions as a guide, inclusion of these flows reduces the overall
efficiency by about 0.3%. Also as noted, the tests were run at
relatively tight tip clearances, so that opening up the clearances to
the values used in the CFD calculations would add an additional
0.6% in loss. Taken together, these imply that the measured
through-flow efficiency should be debited by 0.9%. In this case
the peak efficiency on the 100% speed line would be 87%, while
the 102% speed line reaches 90%.

An engine designer is concerned with more than the compres-
sor through-flow efficiency and must consider all of the power
debits on the compressor, which includes the Rotor 2 bleed flow.
In this experimental design, the bleed flow is taken radially in-
ward through the blades and disk and so recovers some of its
energy since this configuration behaves as a radial inflow turbine.
However, the bleed fluid suffers total pressure drops in passing
through the choked bleed slot on the blade surface, in the passage
within the blade and disk, and in deswirling into the stationary
frame. We have estimated �but not measured� the net effect of
these factors to be the equivalent of about a 0.5% loss in effi-
ciency. More careful design of the bleed system may reduce this
loss by, for example, not choking the bleed slot and reducing the
internal passage Mach numbers. If this bleed air is used elsewhere
in the engine, the impact of this penalty would decrease, Kerre-
brock �20�.

6 Conclusions
This study is the first public report of the detailed aerodynamic

design and test of a vaneless counter-rotating compressor stage. In
this design, aspiration on the second rotor enabled high loading at
a low rotor mechanical speed compatible with high Mach number
flight. The authors conclude the following from the study:

�1� With aspiration on the second rotor, a counter-rotating
vaneless fan has met nominal design objectives of a pres-
sure ratio of 3:1 with rotor speeds of 1450 ft /s and
1150 ft /s on the first and second rotors, and an adiabatic
efficiency of better than 87%.

�2� The aerodynamic design approach developed on this, and
two previous aspirated compressors, is capable of produc-
ing aerodynamic designs for aspirated compressors for new
and unique design requirements for which there is no prior
experimental experience.

�3� Blowdown testing is a practical and low-cost approach to
verification of new and unusual compressor designs.

�4� Vaneless counter-rotating compressors may offer high effi-
ciency, lightweight solutions to compression system
requirements.

Clearly more research can and should be done on counter-
rotating designs before development. This work would include
expanding the test and analysis envelope to include a complete
engine operating map, assessment of mechanical robustness crite-
ria such as deterioration and aeromechanics, and, for aspirated
implementations, integration of the compressor bleed with the en-
gine secondary flow system.
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Advanced Aerodynamic
Optimization System for
Turbomachinery
To further improve the efficiency of turbomachinery, an advanced aerodynamic optimi-
zation system has been developed for the turbomachinery blade optimization design. The
system includes parametric modeling, evaluation system, and optimization strategy mod-
ules. The nonuniform rational B-spline technique is successfully used for parametric
modeling of different blade shapes. An in-house viscous flow code, which combines the
lower-upper symmetric-Gauss-Seidel Gaussian elimination (LU-SGS-GE) implicit
scheme and the modified fourth-order monotone upstream-centered schemes for conser-
vation laws total variation diminishing (MUSCL TVD) scheme, has been developed for
flow field evaluation, which can be replaced by other computational fluid dynamics
codes. The optimization strategy is defined by different cases in the system. Parallel
optimization technique was used to accelerate the optimization processes. Three test
cases were optimized to improve the efficiency by using the system. These cases are the
annular turbine cascades with a subsonic turbine blade, a transonic turbine blade, and a
subsonic turbine stage. Reasonably high efficiency and performance were confirmed by
comparing the analytical results with those of the previous ones. The advanced aerody-
namic optimization system can be an efficient and robust design tool to achieve good
blade optimization designs in a reasonable time. �DOI: 10.1115/1.2776953�

Keywords: turbomachinery, aerodynamics, NURBS, optimization design

1 Introduction
In the aerospace and power generation industries, engineers are

challenged to design the highest quality systems while reducing
the cost and the duration of design cycles in order to achieve
reactivity to market demands and business changes.

Traditionally, computational fluid dynamics �CFD� has been
used in an analysis mode for cut-and-try approaches in designing,
in which the design process is guided by the designer’s expertise,
with eventually a large scattering of results. Recently, computers
and CFD codes have become more and more powerful in calcu-
lating the three-dimensional �3D� flow fields in terms of accuracy,
sensitivity, and efficiency. Meanwhile, optimization methods have
been developed in order to reduce the number of calls of compu-
tationally extensive programs. Coupling CFD codes with optimi-
zation tools is multidisciplinary and an efficient way to carry out
turbomachinery designs. It enables designers to reduce the design
cycles of turbomachinery blade design programs, where the im-
pressive results of entire airplane optimizations are available �1,2�.

However, the blade design has its own specific design problems
�3�. Large optimization environments can simply be created,
which are theoretically powerful but practically useless. The de-
signers’ intuitions cannot be implemented as easily and com-
pletely as originally assumed. In this case, optimization environ-
ments must involve special geometry modification tools for the
handling of 3D designs, as well as mesh generation tools and CFD
solvers. A sound interface programming is needed. Thus, optimi-
zation is often seen to be nothing else than a black box, respecting
many constraints, producing many possible solutions, involving
heaps of optimization parameters, and finding out quickly the op-
timal blade design.

A considerable amount of research has been conducted on blade
design of turbomachinery. 2D/3D blade-to-blade inverse methods
employing specified flow quantities �Mach number distribution,
pressure distribution, pressure load distribution, etc.� have been
commonly used in the past few decades �4–9�. However, the in-
verse design lacks direct control on parameters that indicate im-
provement of performance, and the specification of the aerody-
namic duty in terms of local variables to achieve global
aerodynamic optimum is not clear and needs more deliberation. In
the meantime, the blade design coupled with optimization algo-
rithms and CFD solver has been developed �10–12�. Owing to the
sophistication of internal flows in turbomachinery, many flow fea-
tures are fully 3D and cannot be predicted by quasi-3D approach
�13�. With the development of the in-house 3D Navier–Stokes
solver, full 3D blade design using optimization techniques is be-
coming desirable and practical.

In the present study, an advanced aerodynamic optimization
system for turbomachinery blade design has been developed.
There are three basic components of the system, parametric mod-
eling module based on nonuniform rational B-spline �NURBS�
technique, optimization strategy module, and evaluation system
module. Each of these modules has its sub-blocks chosen in order
to carry out different optimization schemes. The parametric mod-
eling module would be discussed, particularly its principles and
advantages. Details of the other two modules would be recounted
in the following sections as well. Some blade design optimization
cases with the above aerodynamic optimization system have been
completed. In the present paper, we will show three turbine blade
optimization cases, which are the annular turbine cascades with a
subsonic turbine blade, a transonic turbine blade, and a subsonic
turbine stage. Reasonably high efficiency and performance were
confirmed by comparing the analytic results with those of the
previous designs. From these three practical cases, the advanced
aerodynamic optimization system shows its validity for the aero-
dynamic design of different turbomachinery blades.
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2 Blade Three-Dimensional Geometric Representation
and Deformation Module

In blade design optimization processes, one problem is how to
choose design variables and reduce their number while maintain-
ing the freedom and the quality of blade representations. The de-
sign variables can be derived from the geometric parametrization
of blade curves and surfaces. Compressor blades of gas turbine
engines are usually thin, low cambered, and have a round leading
edge �LE� and a round or sharp trailing edge �TE�, whereas tur-

bine blades are highly cambered and have round LE and TE.
Therefore, the geometric representation of such blades with one or
two functions is quite a challenge.

Bezier �14� curves were first used in representing blade geom-
etry, probably because of their easy implementation, but they have
several limitations. First, they are nonrational functions and can-
not represent conics �e.g., LE and TE circles� exactly; second,
they are global in nature, i.e., when a control point is moved, the
entire blade shape is modified. Later B spline was introduced to

Fig. 1 Subsonic turbine blade profile represented with NURBS

Fig. 2 Transonic turbine blade profile represented with
NURBS Fig. 3 Compressor blade profile represented with NURBS
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overcome the global nature of Bezier polynomials, with more
complex interpolation functions that can capture local character-
istics. However, B spline cannot represent conics exactly as well
so that the blade LE and TE cannot be represented exactly.
NURBS is now widely used in geometric representations, with its
powerful rational interpolation functions, which can overcome the
shortcoming of Bezier curves as well as B splines. Using a single
NURBS function with at most 13 control points and weights,
Trepanier et al. �15� were successful in representing, rather accu-
rately �up to manufacturing tolerance� and efficiently, the geom-
etry of two-dimensional airfoils used in wing sections.

In this work, NURBS composite curves were used to represent
blade control sections, and this parametrization involves the solu-
tion of an inverse problem for the control points, where the error
in the representation is minimized using sequential quadratic pro-
gramming �SQP�. Meanwhile, NURBS curves were used to rep-
resent the blade stacking line so that deformation, such as lean,
sweep, and twist of blades, could be achieved. Later, NURBS
skinned surface technology was introduced to reconstruct blades
with different shapes of blade profile. The whole geometric rep-
resentation and deformation module for turbomachinery cascades
is demonstrated.

2.1 Blade Profile Represented Using Nonuniform Rational
B Spline. The NURBS curve is given by a sum over all control
points, n, of a B-spline basis function Ni,p�u� times the control
point coordinates Pi times a weight �i so that the coordinates of
the blade profile or the blade stacking line are determined once the
control points and the corresponding weights are specified. A
NURBS curve is defined such that �16�

A�u� = �
i=0

n

Ri,p�u�Pi �1�

with

Ri,p�u� =
Ni,p�u��i

�
j=0

n

Nj,p�u�� j

�2�

where Pi are the control point coordinates, �i their respective
weights, Ni,p�u� the pth-degree B-spline basis functions, and A�u�
the position of a point on the curve. The basis functions are ob-
tained through a knot vector, which defines the functions’ break
points, of the form

This work used a so-called composite curve, i.e., NURBS
curves with different degrees merge into one curve so that they
can be represented and controlled by a common function, to rep-
resent the blade profile. This method can efficiently reduce the
number of variables, which affects the scale of a design optimiza-
tion process. NURBS is quite convenient in representing a circular
arc with a second-degree NURBS curve by giving a start angle, an
end angle, and an arc radius. So, in representing LE and TE, the
solution of an inverse problem is not considered. The pressure
side and suction side of a blade profile are always third-degree
curves whose functions are often impossible to find. In this work,
two third-degree NURBS curves are used to represent the pressure
side and suction side of blade profiles, respectively, and so the
parametrization involves the solution of an inverse problem for
the control points and weights, where the error between NURBS
curves and original profile data has to be minimized. Weights of
control points play a less important role in NURBS curves’ rep-
resentation than that of control points, and reducing the number of
variables is quite important as well. In this work, weights are not
used as design variables and are set equal to 1. This initial pre-
sumption was appropriate with results of experiments for different

kinds of blade profiles.
The error in the representation can be minimized using optimi-

zation tools, such as SQP, and this optimization problem can be
specified by introducing a cost function of the form

F�X� = k � �av + �max �3�
where

�max = � max
1�j�m

ej�/Lblade and �av = � 1

m�
j=1

m

ej�� Lblade

X is the vector of design variables �in this case the positions of
control points of the approximation curve: X
= 	x1 ,y1 ,x2 ,y2 , . . . ,xn ,yn
�, �max is the maximum error, �av is the
average discrete error, ej is the distance between the original curve
and its approximation computed at m sampling points, Lblade is the
length of a blade, and k is a weight factor. In the present calcula-
tions, m varies between 100 and 200, and k=2. This choice of a
cost function accelerates convergence of the optimization process
by including both the maximum error, which controls the quality
of the final approximation, and the average error, which is also
called mean error and globally compares the quality of different
solutions �17,18�.

The optimization process of blade parameterization using
NURBS is carried out in a “blade profile fitting system” �BPFS�
using ISIGHT, a commercial code that can provide excellent opti-
mization environments. SQP was selected as the optimization
tool. In this work, as the grid input files of IN-HOUSE CODE and
NUMECA, a commercial CFD code, both of which are used for 3D
flow calculation in the future blade optimization designs, list the
blade profile’s pressure side and suction side data separately, two
third-degree composite NURBS curves are used to parametrize
both sides of the blade, respectively. Each composite curve was
combined by three curves, two conic curves for LE and TE, and a
third-degree curve with six control points. As the two conic curve
variables do not take part in the optimization process, the number

Table 1 Representation experiment result of different kinds of
blade profiles

Blade profile kind
Total
runs

Initiale
F�X�

Finiale
F�X�

Improvemente
�%�

Subsonic turbine blade 311 0.01996 0.00201 89.91
Transonic turbine blade 223 0.03465 0.00244 92.96
Compressor blade 187 0.02804 0.00192 93.15
Fan blade 305 0.02281 0.00172 92.74

Fig. 4 Fan blade profile represented with NURBS
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of variables of each third-degree curve is 6. So there are 12 vari-
ables around a blade section profile for the fitting process. With
this method, different kinds of blade profiles were represented
successfully in BPFS, and the operation of this optimization pro-
cess is quite easy, with the three steps below:

• original data points are given;
• An initial guess is obtained for the NURBS control points

assuming that all the weights are equal to 1; and
• the positions of control points are optimized using SQP so

as to minimize the error between the composite curve and
the original data.

Figure 1 shows a subsonic turbine blade profile represented by
a composite curve. Both Figs. 1�b� and 1�c� show the LE and the
TE represented by NURBS curves. Attention should be paid to
notice that NURBS curves in Figs. 1�b� and 1�c� representing LE
and TE are third degree, because degree elevation algorithm was
used to change conic NURBS curves into third degree NURBS

Fig. 5 Stacking line represented using NURBS for blade deformation: „a… lean
of the blade, „b… sweep of the blade, and „c… twist of the blade

Fig. 6 3D blade deformation system
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curves. Also, BPFS is fit for other kinds of blade profiles, such as
compressor blade profile and fan blade profile. The same optimi-
zation processes were done to represent another three typical
blade profiles. Figures 2–4 show the other three kinds of blade
profiles represented by composite curves in BPFS, respectively.

Table 1 shows the representation result of the different blade pro-
files. All calculations were performed on a Compaq Pentium 4
running at 1.8 GHz clock speed.

From the table and the figures listed, composite curve method
was proved to be successful in representing, rather accurately �up
to manufacturing tolerance� and efficiently, the geometry of two-
dimensional blade profiles. Here, attention should be paid to real-
ize that variables of a whole blade profile are more than 12 and
the number is 16 including LE and TE variables.

2.2 Blade Stacking Line Represented Using Nonuniform
Rational B Spline. In turbine and compressor cascade designs, it
is very important to reduce the loss near the cascade endwalls,
which contributes to the overall cascade loss significantly �19�.
One of the efficient methods to reduce this loss is to modify the
blade stacking line with lean, sweep, and/or twist. Lean is the
bending of blades in the circumferential direction and this gives
the bowed blade �the concept of which was published in the 1960s
by Deich et al. �20��, which has been considered by numerous
researchers as the appropriate blade design to reduce the loss of
turbine cascades. Sweep is the bending in the axial direction.
Twist as spiral deformation over the blade height is very important
in adjusting the flow angles, and in this work, this modification
can be adjusted by a NURBS curve or application to each profile
section individually, which would be described in the next section.

In this work, blade stacking line represented by NURBS can
modify the blade with lean, sweep, and twist and this parametri-
zation did not need a solution of inverse problems. With NURBS
parametrization, variables of stacking line, i.e., positions of
NURBS control points excluding their corresponding weights, can
be given to blade 3D design optimization programs. Figures
5�a�–5�c� show the blade stacking line with lean, sweep, and
twist, respectively. Lean and sweep can be controlled by a third-
degree NURBS curve with seven control points, and twist can be
controlled by another third-degree NURBS curve with seven or
fewer control points, which can be defined by designers according
to the needs and scales of optimization processes.

Table 2 Major parameter specification for case 1

Hub radius 634.5 mm
Tip radius 734.5 mm
Blade number 56
Inlet total temperature 343.26 K
Inlet total pressure 144,417.6 Pa
Inlet flow angle 0 deg
Outlet static pressure 125,564.3 Pa

Fig. 7 Integration among NURBS, ISIGHT, and CFD codes

Fig. 8 Stacking line before and after optimization: „a… original
and „b… after optimization
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2.3 Skinned Surface and Three-Dimensional Blade
Deformation. Skinned surface technology was needed when
blade profiles are different along the height of a blade and design-
ers want to interpolate sections into given profiles. In this work,
multiple two-dimensional slices of control sections, i.e., given
blade profiles represented by composite curves, are placed at the
hub, tip, and several span locations, and a 3D blade surface is
constructed by NURBS skinning technology. Meanwhile, geomet-
ric transformation operations such as translation, resizing, and ro-
tation are applied to these control sections. Twist of 3D blade is
achieved by means of NURBS stacking line for twist, so the ro-
tation translation operation applying to each control section indi-
vidually is another efficient way to adjust the blade flow angles.
The geometric transformation matrices are given by

A1
i = �

1 0 0 �xi

0 0 0 �yi

0 0 0 0

0 0 0 1
� A2

i = �
sxi 0 0 0

0 syi 0 0

0 0 1 0

0 0 0 1
�

Fig. 9 Yamamoto’s 3D blade surface

Fig. 10 Total pressure loss coefficient contours before optimization: „a… exit section, „b… end
wall, and „c… tip
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Fig. 11 Total pressure loss coefficient contours after optimization: „a… exit section, „b… end
wall, and „c… tip

Fig. 12 Exit total pressure loss distributions Fig. 13 Comparison of static pressure coefficients
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A3
i = �

cos��z
i� − sin��z

i� 0 0

− sin��z
i� cos��z

i� 0 0

0 0 1 0

0 0 0 1
�

where A1
i , A2

i , A3
i and are translation, resizing, and rotation matri-

ces of the ith control section, respectively, �xi and �yi are the
axial and circumferential movements, respectively, sxi and syi are
the axial and circumferential scaling factors, respectively, and �z

i

is the rotation angle.
With the skinned blade surface and NURBS stacking line, a 3D

blade deformation can be easily achieved according to different
blade optimization design objects. Figure 6 shows the whole 3D
blade parametric modeling module. With this module, designers
can choose design variables such as blade profile variables, stack-
ing line variables, or both of them to generate grid files for blade
optimization designs.

3 Evaluating the System by Parallel Computation
A 3D viscous flow analyzed code proposed in our laboratory,

which solves the Navier–Stokes equations and the low-Reynolds-
number q-omega two-equation turbulence model, is used to pre-
dict the effect of full 3D viscous flow through turbomachinery.
The code combines the LU-SGS-GE implicit scheme and the
modified fourth-order MUSCL TVD scheme �21�. On the other
hand, commercial CFD software, for instance, FINE/TURBO, can
also be used to evaluate the viscous flow fields.

The in-house or commercial codes are accelerated by grid over-
lapping and multidomain treatment for distributed parallel com-
putation. The parallelization is implemented on AMD Opteron
246�2 plus DDR400 cluster computer system where the inter-
connection is realized through a Fast Ethernet �1 Gbit /s� switch.

4 Optimization Strategy and System Integration
The basic idea of the integrated optimization strategy is to ac-

celerate the design of the new blade by reducing the number of
design variables, approximating the performance of the blade us-
ing knowledge acquired during previous designs, and taking the
most from the robustness of exploratory algorithms and the effi-
ciency of numerical algorithms for optimization. The commercial
software ISIGHT is used for automatic process integration, DOE
study, and optimizer implementation. The overall scheme of the
optimization strategy and system integration is shown in Fig. 7.
The optimization strategy can be integrated and optional in the
following:

• DOE is used to explore the high-dimensional design space
and screen the most influential variables as design variables.

• Genetic algorithm �GA� or adaptive simulated annealing
�ASA� is applied to the optimization problem to estimate the
potential global optimum.

• Response surface model �RSM� for approximation is con-
structed by interpretation of the data obtained from design
of experiments �DOE� and GA studies.

• SQP optimization is applied to the RSM model for local
refinement iteratively.

Table 3 Major parameter specification for case 2

Hub radius 696.86 mm
Tip radius 821.86 mm
Blade number 112
Inlet total temperature 290 K
Inlet total pressure 96,400 Pa
Inlet flow angle −30 deg
Outlet static pressure 51,521.97 Pa

Fig. 14 The evaluating history of the GA strategy
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• Whenever an optimal point from the RSM based SQP opti-
mization in the previous step is obtained, the exact 3D
Navier–Stokes CFD solver is restarted to correct and update
RSM.

• The above steps are run iteratively until the final global
optimum is obtained.

5 Results
In this work, three test cases are performed. They are the annu-

lar turbine cascades with a subsonic blade, a transonic blade, and
one subsonic turbine stage to achieve optimization processes, re-
spectively.

Fig. 15 VKI-LS-59 3D blade surface: „a… original and „b… after
optimization

Fig. 16 Bottom profile comparison

Fig. 17 Middle profile comparison

Fig. 18 Top profile comparison

Fig. 19 Exit total pressure loss distributions
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5.1 Subsonic Turbine Blade. This is a straight turbine blade
and is arranged as an annular turbine cascade. Table 2 shows the
major blade specification and inlet/outlet boundary conditions.

The initial blade is a straight blade with the same profiles along
the radius direction. In this case, the NURBS technique is only
used for 3D stacking line and so the number of design variables is
11. The optimization strategy chooses the ASA algorithm with 150
running times. The evaluating code uses the IN-HOUSE CODE. The
flow field analysis in this example uses a C-type mesh with 129
�25�49 grid points; the computational region is divided into
eight blocks. These are for accelerated optimization process with
the parallel calculating technique. The single running time of the
optimization case takes about 60 min; the total optimization CPU

Fig. 20 Mach number contours at the blade middle span: „a…
original blade and „b… optimal blade

Fig. 21 Isentropic Mach number along the blade

Fig. 22 The evaluating history of the ASA strategy

Fig. 23 Comparison of static pressure distributions
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time is about 150 h. After optimization, the adiabatic efficiency
increases by 0.58% for this example.

Figure 8 shows the 3D stacking line before and after optimiza-
tion. The stacking line shows the couple S-type style. Figure 9
shows the blade 3D surface before and after optimization.

Figures 10 and 11 show the exit total pressure loss contours
before and after optimization. Figure 12 shows the exit total pres-
sure loss distribution curve. From these pictures, the optimization
result that the passage vortices near end walls have been weak-
ened obviously is clear. Figure 13 shows that the performance of
the static pressure along the blade middle span has been im-
proved.

5.2 Transonic Turbine Blade. The second optimization case
selects the VKI-LS-59 blade and is arranged as an annular turbine
cascade. Table 3 shows the major blade specification and inlet/
outlet boundary conditions for this case. In this work, the com-
mercial CFD code, NUMECA, was used to achieve the flow field
calculations during the optimization process.

The definition parameters for profiles of control sections and
stacking line were treated as input variables. In this case, the blade
includes three key profiles, the button one, the top one, and the
middle one. So the design variables in the optimization process
are 16 variables for each profile and there are three profiles, and
11 stacking line variables for the lean of the blade. So the total
number of the design variables is 59.

In this case, the initial blade is a straight blade with the same
profiles along the radius direction. The flow field analysis in this
example uses H-O-H-type mesh with 17�53�161 grid points.
The objective function is the total pressure coefficient defined in
the software, and there are four restrictions. Mass flow was re-
stricted to be not less than the initial condition one and the areas
of the three key profiles are restricted to change at the level of 3%.
The optimization strategy chose GA as the optimization method
with 1300 running times. The single running time of the optimi-
zation case takes about 70 min with the 1 GHz CPU and 13 CPUs
take part in the optimization processes. GA design technique is
executed in parallel in order to shorten the optimization period.

Figure 14 shows the evaluating history of this case by using the
GA strategy. Figure 15 shows the initial blade and the optimal
blade shapes, respectively. Figures 16–18 show the three key
blade profiles, the bottom one, the middle one, and the top one,
before and after the optimization process.

The blade key profiles are all changed after optimization. Fig-
ure 19 shows the exit total pressure loss distribution curve. Figure
20 shows the Mach number contour comparison at the middle
span of the initial and optimal blades. Figure 21 shows the isen-
tropic Mach number along the middle span of the blade before

and after optimization.
After optimization, the efficiency changes from 91.23% to

92.07%, and the improvement is 0.84%. Figure 19 shows that the
exit total pressure loss near the hub and at the middle of the blade
has been obviously weakened, but passage vortices near the
shroud have been strengthened. The optimal blade shape is like
the double S type and Fig. 20 shows that shock wave flow field at
the middle span of the blade has been improved obviously before
and after optimization.

5.3 Subsonic Turbine Stage. The third optimization example
is an annular turbine stage, which includes a stator blade and a
rotor blade. The NURBS technique is used for 2D blade profiles
and 3D stacking line of stator and rotor blades. Ninety-nine con-
trol parameters are used for the whole stage optimization.

The optimization strategy chooses the ASA method with 276
running times. The evaluating code uses NUMECA. An H-O-H type
mesh is used for the flow analysis in this example with 423,108
coarse grid points for optimization and 751,280 fine grid points
for final prediction. The single running time of the optimization
case takes about 28 min and the total CPU time for the optimiza-
tion process of one stage is about 128 h and 48 min.

Figure 22 shows the evaluating history of this case by using the
ASA method. Figure 23 shows the pressure distribution along the
middle span of the stator blade and the rotor blade. Figures 24 and
25 show the 3D blade surface and the static pressure contours
before and after optimization. After optimization, the adiabatic
efficiency of the turbine stage increases by 0.5% for this stage
example.

6 Conclusions
An advanced aerodynamic optimization system for turboma-

chinery has been developed and used for the blade design optimi-
zation. The present system integrates three modules; these are the
parametric modeling module, the evaluation system module, and
the optimization strategy module. The NURBS technique has been
successfully used for blade shape representation and 3D geometric
deformation. The in-house viscous flow code and commercial
CFD code are selected to run for evaluation of flow field. The
above modules are integrated to construct the whole advanced
aerodynamic optimization system. Three turbine blade optimiza-
tion cases, which are the annular turbine cascades with a subsonic
blade, a transonic turbine blade, and a subsonic turbine stage, are
discussed. Reasonably high efficiency and performance were con-
firmed by comparing the analytical results with those of the pre-
vious designs. From these three practical cases, the advanced
aerodynamic optimization system shows its validity for blade
aerodynamic design of turbomachinery.

Fig. 24 Original case Fig. 25 Optimal case
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The advanced aerodynamic optimization system can be an ef-
ficient and robust design tool to achieve good aerodynamic blade
design optimization in a reasonable time.

Acknowledgment
This work was partly supported by the National Natural Sci-

ence Foundation of China �No. 50676043� and the Specialized
Research Fund for the Doctoral Program of Higher Education
�No. 20050003063�.

References
�1� Dornberger, R., Stoll, P., and Buche, D., 2000, “Multidisciplinary Turboma-

chinery Blade Design Optimization,” Paper No. AIAA-2000-0838.
�2� Reuther, J. J., Alonso, J. J., Jameson, A., Rimlinger, M. J., and Saunders, D.,

1999, “Constrained Multipoint Aerodynamic Shape Optimization Using an
Adjoint Formulation and Parallel Computers,” J. Aircr., 36�1�, pp. 51–60.

�3� Havakechian, S., and Greim, R., 1999, “Recent Advances in Aerodynamic
Design of Steam Turbine Components,” VGB Conference.

�4� Schwering, W., 1971, “Design of Cascades for Incompressible Plane Potential
Flows With Prescribed Velocity Distribution,” ASME J. Eng. Power, 93�3�,
pp. 321–329.

�5� Lecomte, C., 1974, “Calculation of Cascade Profiles From the Velocity Distri-
bution,” ASME J. Eng. Power, 96, pp. 407–412.

�6� Leonard, O., and Van den Braembussche, R. A., 1992, “Design Method for
Subsonic and Transonic Cascade With Prescribed Mach Number Distribution,”
ASME J. Turbomach., 114�3�, pp. 553–560.

�7� Meauze, G., 1982, “An Inverse Time Marching Method for the Definition of
Cascade Geometry,” ASME J. Eng. Power, 104�3�, pp. 650–656.

�8� Dang, T., and Isgro, V., 1995, “Euler-Based Inverse Method for Turbomachin-
ery Blades, Part I: Two-Dimensional Cascades,” AIAA J., 33�12�, pp. 2309–
2315.

�9� Dang, T., Damle, S., and Qiu, X., 2000, “Euler-Based Inverse Method for
Turbomachine Blades, Part 2: Three-Dimensional Flows,” AIAA J., 38�11�,
pp. 2007–2013.

�10� Goel, S., Cofer, J., and Singh, H., 1996, “Turbine Airfoil Design Optimiza-
tion,” ASME Paper No. 96-GT-158.

�11� Niizeki, Y., Sasaki, T., Horibata, Y., Fukuyama, Y., and Kobayashi, T., 1999,
“Optimization System for Compressor Aerodynamic Design,” Proceeding of
the IGTC, pp. 475–482.

�12� Ashihara, K., and Goto, A., 2001, “Turbomachinery Blade Design Using 3D
Inverse Design Method, CFD, and Optimization Algorithm,” ASME Paper No.
2001-GT-0358.

�13� Denton, J. D., and Dawes, W. N., 1999, “Computational Fluid Dynamics for
Turbomachinery Design,” Proc. Inst. Mech. Eng., Part C: J. Mech. Eng. Sci.,
213�2�, pp. 107–124.

�14� Farin, G., 1993, Curves and Surfaces for Computer Aided Geometric Design,
2nd ed., Academic, Boston.

�15� Trepanier, J.-Y., Lepine, J. L., and Pepin, F., 2000, “An Optimized Geometric
Representation for Wing Profiles Using NURBS,” Can. Aeronautics Space J.,
46�2�, pp. 12–19.

�16� Lepine, J., Guibault, F., and Trepanier, J.-Y., 2001, “Optimized Nonuniform
Rational B-Spline Geometrical Representation for Aerodynamic Design of
Wings,” AIAA J., 39�11�, pp. 2033–2041.

�17� Piegl, L., and Tiller, W., 1997, The NURBS Book, Springer, New York.
�18� Ghaly, W. S., and Mengistu, T. T., 2003, “Optimal Geometric Representation

of Turbomachinery Cascades Using NURBS,” Inverse Probl. Eng., 11�5�, pp.
359–373.

�19� Yamamoto, A., 1987, “Production and Development of Secondary Flow and
Losses Within Two Types of Straight Turbine Cascades, Part I: A Stator Case,”
ASME J. Turbomach., 102�2�, pp. 186–193.

�20� Deich, M. E., Gubarev, A. B., Filipov, G. A., and Wang, Z., 1962, “A New
Method of Profiling the Guide Vane Cascades of Turbine Stages with Small
Diameter-Span Ratio,” Teploenergetika �8�, pp. 42–46.

�21� Yuan, X., and Daiguji, H., 2001, “A Specially Combined Lower-Upper Fac-
tored Implicit Scheme for Three-Dimensional Compressible Navier–Stokes
Equations,” Comput. Fluids, 30�3�, pp. 339–363.

021005-12 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Brian R. McAuliffe
Aerodynamics Laboratory,

Institute for Aerospace Research,
1200 Montreal Road, Building M-2,

Ottawa, ON K1A 0R6, Canada

Metin I. Yaras
Department of Mechanical and Aerospace

Engineering,
Carleton University,

1125 Colonel By Drive,
Ottawa, ON, K1S 5B6, Canada

Numerical Study of Instability
Mechanisms Leading to
Transition in Separation Bubbles
In this paper, transition in a separation bubble is examined through numerical simula-
tion. The flow Reynolds number and streamwise pressure distribution are typical of the
conditions encountered on the suction side of low-pressure turbine blades of gas-turbine
engines. The spatial and temporal resolutions utilized in the present computations corre-
spond to a coarse direct numerical simulation, wherein the majority of turbulence scales,
including the inertial subrange, are adequately resolved. The accuracy of the simulation
results is demonstrated through favorable comparisons to experimental data correspond-
ing to the same flow conditions. The results of the simulation show linear Tollmien-
Schlichting (T-S) instability growth downstream of the point of separation, leading to the
roll up of spanwise vorticity into discrete vortical structures, characteristic of Kelvin-
Helmholtz (K-H) instability growth. The extent of cross-stream momentum exchange as-
sociated with packets of amplified T-S waves is examined, along with details of the
time-periodic breakdown into turbulence occurring upon the development of the K-H
instability. Reynolds-averaged properties of the separation bubble are presented and
provide evidence of the strong three-dimensional nature of the reattachment process.
�DOI: 10.1115/1.2750680�

1 Introduction
The process of laminar-to-turbulent transition in a separation

bubble shares characteristics with both attached boundary layers
and free shear layers. The Tollmien-Schlichting �T-S� instability,
typically associated with attached-flow boundary-layer transition,
is a viscous instability whereby two-dimensional disturbances am-
plify and develop, through vortex stretching, into three-
dimensional structures that burst into turbulent spots �1�. Through
lateral and longitudinal growth, these spots eventually merge,
yielding a fully turbulent flow state at the end of the transition
zone �2�. In a number of recent studies �3–9�, experimental evi-
dence suggests that this instability mechanism may play a signifi-
cant role in the breakdown to turbulence in separation bubbles.

The inviscid Kelvin-Helmholtz �K-H� instability is the domi-
nant mechanism leading to transition in free shear layers. The
transition process driven by this mode of instability results from
breakdown to turbulence in regions of high shear created by vor-
tical structures that result from the roll up of the free shear layer
�10,11�. The roll up is the result of a small disturbance creating a
finite curvature in the shear layer, with the centrifugal force pro-
duced by this curvature altering the pressure field in a way that
amplifies the ripple in the inviscidly unstable velocity field. Roll
up of the shear layer occurs in a direction consistent with the
vorticity of the layer. A vortex pairing instability is sometimes
observed in K-H transition. Experimental and computational stud-
ies have revealed that under certain conditions, K-H instability
may play a dominant role in the transition process of separation
bubbles �12–18�.

Knowledge of whether the transition process in a separation
bubble is dominated by the T-S or K-H mechanism may be critical
for accurate prediction of the extent of the bubble and the charac-
teristics of the turbulent boundary layer immediately downstream
of the reattachment point. Chandrasekhar �19� presents an inviscid

stability analysis for a hyperbolic tangent velocity profile
�U=U0 tanh�y /d��, which is a reasonable approximation to a
separated shear layer. He demonstrates that the shear layer is in-
viscidly unstable to disturbances in the range of 0��d�1, where
� is the wave number. More recent studies have shown a correla-
tion of the dominant instability frequency when formulated as a
Strouhal number �Sr�s�, using the momentum thickness and edge
velocity at separation as the characteristic length and velocity
scales, respectively. Talan and Hourmouziadis �20� observed that
when transition occurred via the K-H mechanism, Sr�s was in the
range of 0.010–0.014. McAuliffe and Yaras �18� observed values
in the range 0.008–0.013. Ripley and Pauley �21� and Muti Lin
and Pauley �13� give values of Sr�s in the range of 0.005–0.008
based on the vortex shedding frequency. However, vortex pairing
is observed in their simulations, and the instability frequency
is approximately twice the quoted shedding values
�0.010�Sr�s�0.016�. The stability parameters �d and Sr�sare re-
lated to each other, and it can be readily demonstrated that the
range of 0–1 for �d corresponds to a range of 0–0.0398 for Sr�s.

Recently, through a study with experimental and computational
components, Roberts and Yaras �5,22� demonstrated that transition
of a separated shear layer through the K-H instability does not
preclude the presence of T-S activity in the shear layer. They
highlighted the possibility of an interaction between the two in-
stability modes, with the roll up of shear-layer vorticity into vor-
tical structures occurring at the dominant T-S frequency. The
present effort is a follow-up of that study, focusing on numerical
simulation of another separation-bubble transition case that was
experimentally observed by Roberts and Yaras �5� to have signifi-
cantly more pronounced T-S activity. Through analysis of the
present findings within the context of those documented by Rob-
erts and Yaras �5,22�, a better understanding of the relative roles
of the T-S and K-H instability mechanisms in separation-bubble
transition is realized.

2 Experimental Setup
The experiments against which the simulations are compared

were performed in a closed-circuit wind tunnel on a flat-plate test
surface of 1220 mm length and 762 mm width. Streamwise pres-
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sure gradients were imposed on the test surface using a contoured
wall that forms the ceiling of the test section �Fig. 1�. This test
configuration has been used by the present research group exten-
sively in studies of attached and separated boundary layers
�3–5,23–25�. Boundary layer measurements were made at mid-
span of the test surface using a hot-wire anemometer with a single
tungsten sensor of 5 �m dia and 1.3 mm length. The separation
bubble and the upstream and downstream boundary layers were
measured through wall-normal traverses at multiple streamwise
locations, complemented by streamwise traverses performed
within the separation-bubble region.

3 Numerical Method

3.1 Computational Domain and Boundary Conditions.
The computational domain was selected to contain the measured
separation bubble of �125 mm length and is shown in Fig. 2. The
domain width is 60 mm and was selected such that a turbulent
spot generated at the experimental location of transition onset
would span half the domain once it has convected to the experi-
mental location of transition completion. The width of the turbu-
lent spot was estimated based on Gostelow et al.’s �26� correlation
for the spot spreading angle.

The experimental streamwise pressure distribution was imposed
along the upper boundary of the computational domain, which
was placed well within the freestream. The upper boundary was
shaped such that fluid does not enter the domain through this
boundary, allowing the use of the outflow boundary condition.

The domain inflow plane is located 400 mm downstream of the
test-plate leading edge. This location is upstream of the suction
peak and, therefore, allows for the growth of instabilities in the
adverse-pressure-gradient boundary layer prior to separation. The
prescribed inlet velocity profile is that measured in the experiment
at the same streamwise location. The freestream turbulence and
laminar boundary layer fluctuations associated with this measured
velocity profile were not explicitly imposed on the inflow and
freestream boundaries of the computational domain. Instead, the
simulated freestream turbulence of 0.1% intensity was allowed to
develop through round-off errors associated with the finite-
precision computations. The turbulence intensity measured in the
freestream flow over the separation bubble was 0.7%. Based on

earlier experimental studies �24�, the effect of this discrepancy
between the measured and simulated freestream turbulence inten-
sities on the transition process is expected to be small. The inte-
gral length scale associated with this simulated freestream turbu-
lence is 20 mm, which is on the same order as the measured value
of 40 mm. As well, the simulated freestream-turbulence frequency
spectrum has a distribution similar to that of the experiment, albeit
with a lower energy content.

The rear outflow boundary of the domain is situated �150 mm
downstream of the point of reattachment. An area-averaged con-
stant static pressure condition was specified for this outflow
boundary. The location of this boundary was chosen such that
absence of a convective boundary condition, which allows for
transient flow structures to leave the domain with minimal defor-
mation, does not affect the flow field within and immediately
downstream of the separation bubble.

No-slip smooth-wall conditions were specified along the lower
boundary of the domain, and periodic flow conditions were im-
posed onto the two surfaces bounding the domain in the spanwise
direction.

3.2 Solution Method. The simulations were performed using
the ANSYS-CFX commercial CFD software package �version 5.7.1�.
Central differencing was used for discretization of the spatial de-
rivatives, and time discretization was realized through second-
order Euler backward differencing. Solutions of the continuity and
momentum equations at each time step were converged through
an algebraic multigrid scheme within eight iterations. The spatial
and temporal resolutions summarized below were chosen such
that the turbulence scales in the turbulent boundary layer down-
stream of the separation bubble are resolved down to about 40
times the Kolmogorov scale. Roberts and Yaras �22� demonstrated
that this level of resolution is sufficient to perform coarse direct
numerical simulations �DNS� of the transition process in separa-
tion bubbles, i.e., without explicit modeling of subgrid turbulence.
Their simulation demonstrated good agreement with experiment
with regard to the shape and extent of the separation bubble, the
streamwise velocity spectra, and the laminar-to-turbulent break-
down process. The present simulations were therefore performed
in this coarse DNS framework. However, the spatial and temporal
resolution is comparable to those of other studies of similar flow
phenomena for which the simulations have been referred to as
DNS �27–29�.

3.3 Spatial Grid. The domain shown in Fig. 2 was dis-
cretized using a structured grid of 381, 61, and 51 nodes in the
streamwise, spanwise, and wall-normal directions, respectively.
Equal node spacing of 1 mm was used in the streamwise and
spanwise directions, and the nodes were distributed with an ex-
pansion factor of 1.1 in the wall-normal direction. Based on the
turbulent boundary layer near the domain outlet, y+ of the first
node off the wall is about 0.6. The corresponding x+ and z+ value
is 24. A grid refinement study was performed, whereby the span-
wise spacing was refined to z+=16, the streamwise spacing in the
transition region was refined to x+=12, and the nodes were clus-
tered toward the separated shear layer. This refinement did not
yield any significant changes in the characteristics of the separa-
tion bubble presented in this paper.

3.4 Simulation Time-Step and Simulation Duration. A
time step of 0.2 ms was used for the simulation, which corre-
sponds to a Courant number �U�t /�x� within the separated shear
layer of �1.0. The simulation was started on a two-dimensional
grid to establish a separation bubble within �1000 time steps,
which was used as an initial condition for the three-dimensional
domain. Approximately 2000 time steps were then required to
reach the long-term values of the turbulence statistics, after which
the simulation was continued for another 2048 time steps. The
simulation required 2540 CPU hours to complete on a cluster of
four Intel Pentium 4 processors. The presented results are based

Fig. 1 Schematic of test section

Fig. 2 Schematic of computational domain
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on the data of the last 2048 time steps, corresponding to 1280
CPU hours. From this data set, five evenly spaced x–y planes and
two x–z planes of data were extracted at each time step for aver-
aging and analysis.

4 Results and Discussion
The present discussion of the instability and transition pro-

cesses observed in the simulated separation bubble is supple-

mented by experimental results from two sets of measurements.
The measured freestream velocity distributions for these two cases
are shown in Fig. 3. Test cases 1 and 2 respectively correspond to
the Cp1 and Cp4 pressure distributions identified in earlier publi-
cations of this research group �5�. Test case 2 is noted to have a
stronger initial acceleration and a stronger deceleration prior to
separation, as compared to test case 1. The flow Reynolds number
based on the length of the test plate and the midspan freestream
velocity just downstream of the leading edge �x=25 mm� is
350,000, and the freestream turbulence intensity at the test-surface
leading edge is 0.7%.

Previously published �5� characteristics of the measured sepa-
ration bubbles are summarized in Table 1. The momentum thick-
ness Reynolds number based on conditions at the point of sepa-
ration is fairly similar for the two cases. The time-averaged bubble
length Lb is notably shorter in test case 2 due to the differences in
the adverse pressure gradients imposed on the boundary layer, as
demonstrated by the lowest observed values of the acceleration
parameter upstream of separation ��min�. Figure 4 presents mea-
sured velocity-fluctuation time traces at various streamwise loca-
tions through the separation bubble, at a fixed distance of 2 mm
from the test surface. The streamwise coordinate used for com-
parison in Fig. 4 is the distance from the separation location,
x�=x−xs, normalized by the time-averaged length of the separa-
tion bubble Lb. In test case 2, presented in the right column of Fig.
4, a periodic wave motion is observed to develop slowly in the
separated shear layer. The dominant frequency of this motion is
�200 Hz, which is somewhat larger than the value of 120 Hz
predicted for the growth of T-S waves in the preseparated bound-
ary layer through the correlation of Walker �30�

fMA =
3.2Ue

2

2�� Re	*
3/2 �1�

A recent numerical study of test case 2 by Roberts and Yaras �22�
demonstrated excellent agreement with experimental results with
respect to the time-averaged size and shape of the separation
bubble, the frequency spectra of streamwise velocity fluctuations,
and the location of breakdown to turbulence. Roberts and Yaras

Table 1 Measured separation bubble characteristics

Test case 1 Test case 2

xs �mm� 498 525
Lb �mm� 127 100
Re�s 258 309
�min
106 −1.6 −2.3
fMA �Hz� 170 200
fMA �Eq. �1�� 150 120
�d 0.40–0.44 0.34–0.41
Sr�s 0.0106 0.0110

Fig. 3 Experimentally measured freestream velocity
distributions

Fig. 4 Sample hot-wire velocity-fluctuation time traces
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�22� used the same numerical scheme as for test case 1 described
in the present paper. Through their simulation, the breakdown to
turbulence noted in the range 0.72�x� /Lb�0.80 in Fig. 4 was
observed to be linked to the K-H instability. Specifically, transi-
tion to turbulence was noted to be associated with vortical struc-
tures that developed through roll up of the shear-layer vorticity
near the downstream end of the separation bubble and shed down-
stream periodically. The frequency of vortex shedding was found
to coincide with the frequency of maximum amplification rate of
the T-S waves in the separated shear layer, raising the possibility
of a coupling between the two instability mechanisms.

For test case 1, small-amplitude fluctuations are seen up to
x� /Lb=0.45, as with test case 2. Beyond this point, the two test
cases begin to differ, with isolated regions �packets� of amplified
disturbances appearing more distinctly in the time traces of test
case 1. The frequency of maximum amplification rate in these
wave packets is �170 Hz, which is in reasonable agreement with
the correlation of Walker �Eq. �1�� for T-S waves, yielding a value
of 150 Hz. The values of Chandrasekhar’s stability parameter, �d,
and the Strouhal number equivalent, Sr�s, are noted to be within
the range of K-H instability in both test cases �Table 1�. The
present numerical simulation of test case 1 is intended to shed
further light on the spatial and temporal development of the pack-
ets of strong T-S amplification, and on their role in the breakdown
of the separated shear layer into turbulence.

Figure 5 presents the measured and computed velocity-
fluctuation time traces at several locations along the separated
shear layer for test case 1. The agreement between the two sets of
velocity traces is good, with the exception of the packets of am-
plified velocity fluctuations appearing somewhat later in the simu-
lation than in the experiment. The fact that the simulated
freestream turbulence intensity was slightly lower than the mea-
sured value may explain this discrepancy. Measured and predicted
frequency spectra of velocity fluctuations are given in Fig. 6 for
several streamwise locations and compare favorably with the ex-
ception of more pronounced peaks at the dominant T-S frequency
in the simulation. In both the measured and predicted spectra, the
power spectral density at the high end of the frequency range is
observed to remain relatively low until about x�=101 mm. This
trend, and the fact that the growth rate of disturbances at the

Fig. 5 Comparison of measured and computed velocity-fluctuation time traces for test case 1 „y=2 mm…

Fig. 6 Disturbance spectra in the separation bubble: „a… ex-
periment and „b… simulation „test case 1…
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dominant frequency remains close to linear until about
x�=90 mm �Fig. 7�, suggests that the isolated packets of high-
amplitude velocity fluctuations observed in both measured and
computed velocity time traces �e.g., x�=83 mm in Fig. 5� repre-
sent instability growth prior to breakdown into turbulence. To de-
scribe the physics associated with the subsequent amplification
and damping of fluctuations within these packets, profiles of in-
stantaneous streamwise velocity and u�v� during a period of am-
plified instability at x�=85 mm are presented in Fig. 8 along with
the velocity-fluctuation time traces at 2 mm and 4 mm from the
surface. The profiles shown are associated with peaks and troughs

of the velocity signal at 4 mm from the surface. At the start of the
period shown in Fig. 8, the streamwise velocity profiles have rela-
tively high levels of reverse flow �10–15% of edge velocity� with
low levels of u�v�. The inherent instability of this velocity profile
causes an increase in the amplitude of fluctuations and also results
in the shear layer moving closer to the surface. The peaks of these
amplified fluctuations are noted to correspond to large negative
values of u�v� in the region of highest vorticity, located near the
velocity-profile inflection points, which facilitate cross-stream
momentum exchange, resulting in a diminished reverse flow and,
hence, reduced inflectional shape of the velocity profile. This
modification of the velocity profile then leads to a reduction in the
amplitude of the velocity fluctuations.

Given that the packets of T-S waves within the separated shear
layer do not amplify to the point of bursting into turbulent spots,
eventual breakdown into turbulence in the simulation of test case
1 occurs as the separated shear layer rolls up into vortical struc-
tures, as demonstrated in Fig. 9, which presents instantaneous
velocity vector fields in x-y and x-z planes. The level of velocity
fluctuation with respect to the local time-mean velocity magnitude
is illustrated through vector shading. The presence of high-
frequency velocity fluctuations is found to correlate with regions
of high levels of shear that develop between pairs of spanwise
oriented vortical structures, an example of which is evident at
x�=95 mm in Fig. 9. The noted vortical structures are similar to
those encountered in separation bubbles where the dominance of
the K-H mechanism in the transition process is more certain, such
as test case 2 �22�. This observation demonstrates the significance
of K-H instability in the transition process even in instances of
considerable amplification of T-S waves in separated shear layers.

Fig. 7 Instability growth rates at the dominant frequency „test
case 1…

Fig. 8 Effects of instability growth on velocity profiles at x�=85 mm for test case 1 „p�peak, t�trough…
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As shown in Fig. 10, simulated streamwise velocity fluctuations
are in reasonable agreement with experiment through the
separation-bubble region. The velocity fluctuations upstream and
downstream of reattachment are more dispersed and extend far-
ther from the wall in the simulations. This is likely caused by the
higher energy content about the T-S frequency �Fig. 6�, which
yields an overprediction of the power spectral density across the
frequency spectrum downstream of breakdown into turbulence.
The lower intensity of random fluctuations associated with the
simulated freestream turbulence may have allowed for the greater
concentration of energy about the T-S frequency.

Unlike the point measurements of streamwise velocity obtained
with the hot-wire probe, the simulation results provide an oppor-
tunity to examine fluctuations in the spanwise and wall-normal
directions as well as cross correlations of fluctuations of all three
velocity components. These results are presented in Fig. 11. The
uppermost plot in Fig. 11 presents the time-mean velocity field
through the bubble region with correct streamwise–to–wall-
normal proportions. All other plots in the Fig. 11 have a modified
wall-normal scaling to allow better visualization of the bubble
structure and distribution of the turbulence statistics. Streamlines

through the bubble region are presented in the second plot from
the top in Fig. 11, and show the displacement effect of the bubble
on the freestream flow as well as the time-mean recirculation
within the bubble. Fluctuation levels in the velocity field are
shown in plots of velocity rms fluctuation �Urms� and normal Rey-
nolds stress components �u�u�, v�v�, w�w�� in Fig. 11. All quan-
tities are normalized by the freestream velocity at the streamwise
location of separation �Ues�. A double-peak distribution is present
in Urms, u�u�, and w�w� in the aft part of the bubble, with the
outer peak occurring along the line of maximum shear and the
inner peak occurring along the line of maximum reverse flow
within the time-averaged bubble region.The highest fluctuation
levels are observed slightly downstream of the time-mean reat-
tachment point. The double-peak profiles observed in these results
are consistent with the predictions of Dovgal et al. �31�, and Rist
and Maucher �32� using linear stability theory. The rate of growth
of wall-normal fluctuations �v�v�� with streamwise distance
reaching a peak along the rear portion of the time-mean dividing
streamline of the separation bubble is consistent with the substan-
tial cross-stream momentum exchange that should prevail in this

Fig. 9 Instantaneous vector field through the transition region of test case 1 „x-y plane at z=30 mm and x-z plane at
y=4 mm…

Fig. 10 Streamwise velocity fluctuation profiles in the separation-bubble region „test case 1…
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region to reattach the separated shear layer. The peak value in

w�w� is comparable to those in u�u� and v�v�, which is consistent
with the three-dimensional nature of the structures responsible for
the turbulence, as illustrated in Fig. 9. As expected, the velocity
fluctuations in the rear portion of the separation bubble and down-
stream of the reattachment point are accompanied by pressure
fluctuations �CPrms�. The pressure fluctuations are observed to de-
crease at a faster rate downstream of the reattachment point than
the velocity fluctuations.

The effects of turbulence within a wall-bounded shear layer can
be characterized by an increase in the net momentum transfer
towards the wall due to turbulent mixing, for which the Reynolds
shear-stress component u�v� is a measure. As observed in Fig. 11,
this Reynolds stress component begins to increase within the rear
portion of the separated shear layer at about x�=80 mm and peaks
at the streamwise location of the time-mean reattachment point.
Similar levels and distributions of u�v� were observed by Volino
�6� and by McAuliffe and Yaras �18� in experiments of separation-
bubble transition within a single-passage low-pressure turbine
cascade and over a low-Reynolds-number airfoil, respectively.

The energy transfer facilitated by the u�v� Reynolds shear stress
component is quantified by −u�v�Sxy, which is the work done by
this shear stress on the time-mean flow field through the strain rate
Sxy. This energy transfer is noted to reach its peak on the line of
maximum shear, at the streamwise location of the time-mean re-
attachment point. Downstream of the reattachment point, the high-
est levels of −u�v�Sxy are observed close to the surface, which is
a characteristic of turbulent boundary layers in which −u�v�Sxy is
commonly referred to as the production of turbulent kinetic en-
ergy �1,33�. The fact that the magnitude of −u�v�Sxy begins to
increase in the separated shear layer at about
x�=75 mm, which is upstream of the location of breakdown into
turbulence �x�=90 mm�, suggests that the packets of amplified
T-S waves observed within the separated shear layer are also in-
strumental in the cross-stream momentum exchange. The mecha-
nism associated with this cross-stream momentum exchange was
illustrated through instantaneous velocity profiles in Fig. 8.

5 Conclusions
Transition in a separation bubble has been examined through

direct numerical simulation �DNS�. The spatial and temporal reso-
lutions correspond to a coarse DNS wherein turbulence scales
down to the inertial subrange have been resolved. Good agree-
ment has been achieved with experimental results obtained under
the same flow conditions.

Linear instability growth is observed in the separated shear
layer in the form of packets of wave activity, with a dominant
frequency that corresponds to that of maximum Tollmien-
Schlicting �T-S� instability growth rate within the boundary layer
prior to separation. This T-S activity in the separated shear layer is
followed by roll up of spanwise vorticity into discrete vortical
structures, as is typical for the Kelvin-Helmholtz �K-H� instability.
Both instabilities occur at the same frequency, which is consistent
with the results of another test case with less pronounced T-S
amplification in the separated shear layer, which was recently
studied by this research group. The breakdown to turbulence is
observed over a narrow streamwise extent and is demonstrated to
occur in a time-periodic manner within a region of high shear that
develops between pairs of roll-up vortices. Despite the dominance
of the K-H instability mechanism in the ultimate breakdown into
turbulence, which provides the cross-stream mixing for the reat-
tachment of the separated shear layer, the packets of amplified T-S
waves are demonstrated to contribute considerably to the cross-
stream momentum exchange in the separated shear layer.
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Nomenclature
CP � pressure coefficient =�P− Pes� /0.5Ues

2

d � characteristic length of tanh velocity profile
=2�

f � frequency
Lb � separation bubble length =xr−xs
P � static pressure

Sxy � x-y component of strain rate tensor = 1
2 ���u /�y�

+ ��v /�x��
Sr�s � instability Strouhal number =fMA�s /Ues

t � time
U � velocity magnitude

U0 � characteristic velocity of tanh velocity profile

Fig. 11 Turbulence statistics for test case 1
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u � x-velocity component
v � y-velocity component
w � z-velocity component
x � streamwise coordinate �=0 mm at test surface

leading edge�
x� � separation-referenced streamwise coordinate

=x−xs
y � wall-normal coordinate �=0 mm on test

surface�
z � spanwise coordinate �=381 mm at midspan of

test surface�
Re	* � displacement thickness Reynolds number

=Ue	
* /�

Re� � momentum thickness Reynolds number
=Ue� /�

	* � displacement thickness
� � acceleration parameter =�� /Ue

2��dUe /dx�
� � wave number =2� /�
� � wavelength
� � kinematic viscosity
 � density
� � momentum thickness

Subscripts
e � boundary layer edge

MA � maximum amplification rate
min � minimum value observed upstream of

separation
r � reattachment

ref � reference condition �x=25 mm, y=25 mm, at
midspan of test surface�

rms � root mean square
s � separation

Superscripts
+ � wall-scale coordinate
� � fluctuation quantity
a � time-mean quantity of variable a

Acronyms
DNS � direct numerical simulation
K-H � Kelvin-Helmholtz
PSD � power spectral density
T-S � Tollmien-Schlichting
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Improving Film Cooling
Performance Using Airfoil
Contouring
In this study, a computational fluid dynamics (CFD)-based optimization process is used
to change the contour of the airfoil near a suction-side cooling hole in order to improve
its film effectiveness characteristics. An overview of the optimization process, which
includes automated geometry, grid generation, and CFD analyses, is provided. From the
results for the optimized geometry, it is clear that the detachment of the cooling jet is
much reduced and the cooling jet spread in the spanwise direction is increased substan-
tially. The new external contour was then tested in a low-speed wind tunnel to provide a
direct measure of the predictive capability. Comparisons to verification test data indicate
that good agreement was achieved for both pressure and film cooling effectiveness be-
havior. This study proves that despite its limitations, current Reynolds averaged Navier-
Stokes (RANS) methodology can be used a viable design tool and lead to innovative
concepts for improving film cooling effectiveness. �DOI: 10.1115/1.2750681�

Introduction
Advancements in film cooling technology have been key in

enabling higher combustor exit temperatures required for im-
proved performance of gas turbine engines. Significant advances
in film cooling technology have come about as a result of hole
shaping. A lot of experimental research over the past few decades
focused on film effectiveness measurements to quantify the effects
of governing geometry and flow parameters, a review of which
can be found in Bunker �1�.

The majority of experimental data available in literature is for
film cooling on a flat plate. These studies have provided invalu-
able understanding of the complex flow phenomena that exist in
film cooling flows by being able to vary governing parameters in
a controlled manner. For example, the study by Pedersen et al. �2�,
three decades ago, showed the effect of density ratio on film ef-
fectiveness using foreign gas injection. More recently, the study of
Gritsch et al. �3� studied the effect of internal cross-flow and hole
shape using a single hole on a flat plate with high Mach number
flow. Increasingly, experimental studies on film cooling are being
reported on engine relevant geometry and conditions. For ex-
ample, Ganzert et al. �4� made effectiveness and aerodynamic loss
measurements on the suction side of an airfoil at realistic Mach
numbers.

CFD capabilities and speed have also improved over the years.
Zerkle and Leylek �5� clearly showed the importance of modeling
both the plenum and cooling for good film effectiveness predic-
tions. This study and that by Kohli and Thole �6� showed that
RANS, when used with a two-equation turbulence model, typi-
cally overpredicts the film effectiveness at the centerline of the
cooling jet and underpredicts the amount of lateral spreading that
leads to merging of cooling jets from a row of cooling holes. This
deficiency of RANS CFD with two-equation models has been
echoed by other researchers and led them to focus on better tur-
bulence models, LES, and time-accurate calculations. However,
despite its limitations, RANS remains the method of choice espe-
cially in a turbine design environment over higher fidelity meth-
ods that are computationally intensive.

Although most film cooling research has been directed at find-
ing hole shapes that improve effectiveness, this study focuses on
the external shape of the airfoil in conjunction with film cooling.
To the authors knowledge, there have been no reported studies in
the literature that have performed a coupled aerothermal optimi-
zation. This study is an example of where an optimization process
resulted in a novel concept that was patented by Kohli et al. �7�.

In this study, a CFD-based optimization process is used to
change the contour of the airfoil near a cooling hole to improve
the film effectiveness without increasing the aerodynamic mixing
losses. An overview of the optimization process, automated geom-
etry, grid generation, and CFD analyses is provided. A round film
cooling hole on the suction side of a vane, which has been well
documented in previous low speed tests by Ethridge et al. �8�, was
used for this investigation. The new external contour that was
predicted to improve film cooling effectiveness was then tested in
the low-speed wind tunnel. Comparisons to verification test data
show that despite its limitations RANS-based CFD can be used as
an effective design tool for film cooling applications.

Airfoil Shape Optimization Process
In order to meet the stringent life requirements for future tur-

bine airfoils, it is important to have a physics-based design system
in place that can be used to predict the behavior of new cooling
schemes. As part of this effort, this study used computer-based
optimization methods to optimize a suction-side film cooling con-
figuration using CFD. A key aspect of this program is the para-
metric definition of the cooling hole geometry in order to com-
pletely automate the geometry and grid generation process to
allow integration with an optimizer as seen in Fig. 1.

The optimization software used for this study was iSIGHT®,
which is commercially available. All the geometry parameters de-
scribing the problem, which included the airfoil and the cooling
hole, were inputs to the process. Using the parametric input, ge-
ometry and mesh generation was automated using a commercial
geometry and meshing tool called ICEM®. The Pratt & Whitney
in-house CFD code was then used to solve each configuration and
provide results for the objective functions �film effectiveness and
pressure loss� that were used to rank different configuration. A
gradient-based technique called MMFD �modified method of fea-
sible directions� was used to arrive at the optimum parameters
defining the airfoil contour for maximum film effectiveness.
�-spline parameters both upstream and downstream of the cooling
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hole were perturbed during the optimization. The overall pressure
loss and average effectiveness was monitored for each configura-
tion. Since negligible changes were observed in the pressure loss
at such low Mach number conditions, the objective of the optimi-
zation run was limited to increasing cooling effectiveness. The
average effectiveness was calculated over a region that covered
one hole pitch and extended 20 diameters downstream of the cool-
ing hole. The pressure in the plenum was fixed such that the
cooling holes were operating at a blowing ratio of M �0.85.

This study used Pratt & Whitney’s, multiblock, structured 3D
RANS code described collectively by Ni �9�, Ni and Bogoian �10�
and Davis et al. �11�. Numerical closure for turbulent flow is ob-
tained via the k-� turbulence model as described by Wilcox �12�.
The code is accurate to second order in space and time, and mul-
tigrid techniques were used to obtain rapid convergence. The CFD
model included all the details of the cooling hole geometry. Flow
through the supply plenum, cooling hole and main gas path are all
part of the calculation, as shown in Fig. 2. For the main flow-path
inlet, the total pressure and total temperature were specified. At
the exit, the appropriate static pressure was specified. Coolant
total pressure and temperature were specified at the inlet to the
plenum. A turbulence level of 1% was specified at both the flow-
path and plenum inlets. Periodic conditions were specified in the
spanwise direction to simulate a row of cooling holes.

A structured multiblock mesh topology was used for this prob-
lem with attention to boundary layers consistent with the use of a
low Reynolds number k-� turbulence model. Both the airfoil and
cooling hole were meshed using a O-H topology. A total of
686,400 grid points were used for this study. The grid counts used
in the main flowpath were 231�33�37 in the H sector and
165�25�37 in the O sector in the streamwise �x�, pitchwise �y�,
and spanwise �z� directions, respectively. The plenum used a 49
�33�37 grid in the x, y, and z directions, respectively. The H
mesh in the cooling hole had dimensions of 33�17�13 along the
flow direction, major axis, and minor axis, respectively. In addi-
tion, the O mesh used in the cooling hole to resolve the boundary
layers had 13 grid points in the wall-normal direction. Figure 3
shows the mesh near the cooling hole. The viscous grid provides
near-surface values of y+ of the order 1 on no-slip boundaries and
�7 grid points per momentum thickness. Mesh independence was
verified for this mesh configuration with prior studies using very
similar airfoil and film cooling configurations. Keep in mind that,
in order to rank configurations, the optimization procedure uses

only the change in the calculated objective for each configuration.
Therefore, in order to complete the optimization in a reasonable
time, each solution was run for a fixed number of iterations.

The low-speed cascade geometry was redesigned by perform-
ing the airfoil shape optimization for low-speed conditions. The
cooling configuration for the baseline geometry consists of five
showerhead, two pressure-side, and three suction-side rows of
holes as documented by Polanka et al. �13�. The current study
optimized the airfoil surface for the first row of suction-side holes

Fig. 1 Schematic of the parametric definition of the cooling hole and flowchart of the optimization process

Fig. 2 Schematic of computational domain with boundary
conditions
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that are purely axial with a 50 deg surface angle that have a pitch-
wise spacing of P /D=5.5 and are located at x /C=0.16. Figure 4
shows the optimization history, with the average effectiveness for
each run. The calculations were performed in parallel on four
SUN Ultra60 machines. Each configuration took about 8 h of wall
time, and the whole optimization process took several weeks of
run time as 64 configurations were analyzed. As shown in Fig. 4,
the average effectiveness of the optimized airfoil shape was pre-
dicted to be �6% better than the baseline.

To explain the increase in effectiveness for the optimum geom-
etry compared to the baseline, temperature contours along the hole
centerline of the two cases are shown in Fig. 5. The change in the
airfoil shape and its effect on the trajectory of the film cooling jet
is clearly evident by looking at the results for the optimum geom-
etry. Because the cooling jet has a lower trajectory, it does not
disperse as rapidly thereby improving its cooling effectiveness.
Remember that the cooling holes for this row are inclined at
50 deg to the surface and, due to the change in airfoil shape,
behave equivalent to cooling holes at shallower angles. The con-
tour of the optimized airfoil shows a slight depression with respect
to the nominal shape upstream of the cooling hole. Downstream
of the hole, the optimized contour extends beyond the nominal
shape to cause a slight “bump.” These changes in geometry in-
crease the amount of local convex curvature and the Coanda effect
experienced by the cooling flow immediately downstream of the
injection location. There is also a corresponding and significant
increase in the acceleration of the main flow �discussed in the next
section� as it moves past the cooling hole. Therefore, the film
cooling jet trajectory is shallower for the optimized contour.

To see what effect the change in trajectory of the film cooling
jet has on surface effectiveness, please see Fig. 6, which shows
the results for both baseline and optimized geometry. For the
baseline geometry, the effectiveness contours indicate warmer
temperature immediately downstream of the cooling hole and
colder temperatures further downstream. This behavior is consis-
tent with a slight detachment and reattachment of the cooling jet
for the baseline geometry and is expected because of the steep
injection angle and reasonably high blowing ratio. From the sur-
face effectiveness results for the optimized geometry, it is clear
that the detachment of the cooling jet is much reduced and the
coldest temperatures now occur near the cooling hole. In addition,
the cooling jet is spread substantially more in the spanwise direc-
tion. Thus, not only is the optimized contour helping change the
trajectory of the film cooling jet, it is also causing enhanced
spreading the in the lateral direction. Given the fact that, due to
manufacturing and design constraints, film cooling holes are op-
erated at suboptimum conditions, these predictions suggest that
airfoil contouring can be used to improve their performance.

To provide a direct measure of the predictive capability, an
experimental validation was undertaken and is described in the
next section. As a reminder, based on what we know from litera-
ture, these predictions have many limitations and may not provide
very good quantitative answers. However, the question that this

Fig. 3 Mesh near the film cooling hole

Fig. 4 Optimization history showing average effectiveness of
each configuration

Fig. 5 Centerline temperature contours for „a… baseline and
„b… optimized geometry show how the optimized airfoil contour
changed the trajectory of the cooling jet

Fig. 6 Surface temperature contours for the „b… optimized ge-
ometry indicate reduced detachment and increased spreading
compared to the „a… baseline
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study is trying to answer is: Can we use RANS CFD to make
engineering decisions based on ranking film cooling configura-
tions? Or, will this approach mislead us because of all its
limitations?

Experimental Validation of Optimized Shape
The airfoil shape optimized for the first row of suction-side

holes was tested in the low-speed cascade at the University of
Texas. Adiabatic effectiveness tests were conducted for the first
row of holes on the suction side of the vane for the baseline
geometry and the optimized geometry to provide a direct valida-
tion of the predictions. Experiments were conducted using cryo-
genically cooled air to obtain a density ratio for the coolant of
DR=1.6. Figure 7 shows a schematic of the cascade facility that
has been documented by Polanka et al. �13�. The cascade consists
of a central test airfoil and two periodic passages. Periodicity is
achieved by adjusting the bleeds, sidewalls, and tailboards shown
in the schematic to achieve the target pressure distribution on the
central test airfoil and by locating the stagnation point correctly on
the adjacent leading edges. There is a turbulence generator ca-
pable of producing engine-relevant turbulence levels of 20%. The
tests reported in this study were conducted with low mainstream
turbulence of nominally Tu=0.5%. Viewing ports in the side, top,
and bottom walls allow surface temperature measurements on the
test airfoil using a IR camera. The uncertainty in effectiveness
�95% confidence interval� was ��= �0.04 for M �0.4, ��
= �0.02 for M �0.4, and ��̄= �0.02 for all �̄.

Key dimensions and aerodynamic conditions associated with
the test airfoil are tabulated in Table 1. The airfoil is scaled up a
factor of nine from engine scale, and exit conditions are set to
match engine-relevant Reynolds number. A detailed view of the
test airfoil with the optimized suction side contour is shown in
Fig. 8. The showerhead, suction side, and pressure side cooling
holes have separate plenums to allow independent control of
blowing parameters on different parts of the airfoil. The shower-
head and pressure-side holes were not used in these tests, and
these holes were taped over. A range of blowing ratios were

tested, including blowing ratios below and above the blowing ra-
tio that provided maximum adiabatic effectiveness.

For these tests, coolant was supplied to all three rows of holes
on the suction side, and the total flow rate to all three rows of
holes was measured. The local blowing ratio for the first row of
holes was determined using previously established correlations for
the fraction of flow coming from different rows of holes at a given
plenum pressure. Measurements of the surface temperature were
made with an IR camera from upstream of the first row of holes to
about 20D downstream �just before the second row of holes�.
Three holes were imaged near the center of the array of holes on
the test airfoil. Lateral averages were calculated over two pitches
between holes.

Figure 9 shows the predicted pressure distribution for the opti-
mized airfoil shape compared to test data. The CFD predictions
were used to guide the placement of the pressure taps for the test
so as to capture the areas of strong acceleration near the cooling
hole induced by the change in airfoil shape. As seen in Fig. 9, the
predictions agree well with the data. For reference, the cooling
hole is located at an axial chord of 1.9 in. It is clear from the
pressure distribution that the airfoil contour decelerates the flow
upstream of the cooling hole. It then causes the flow to accelerate
significantly as it goes by the cooling hole. It is this significantly
strong acceleration that changes the trajectory of the detached
cooling jet. Remember that this acceleration comes about due to
an increase in the convex curvature. Although there is a significant
region further downstream where the flow then decelerates back
to the nominal pressure distribution, but this does not cause any
flow separation. Once the cooling jet is attached to the surface due
to the acceleration and the convex curvature, it is able to with-

Fig. 7 Schematic of the low-speed cascade test facility

Table 1 Characteristic dimensions and test conditions

Axial Chord 29.3 cm
Span 54.9 cm
Inlet Mach number 0.012
Exit Mach number 0.085
Exit Reynolds number 1.06�106

Fig. 8 Detailed view of the test airfoil

Fig. 9 Comparison of the predicted and measured pressure
distribution between cooling holes for the optimized geometry
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stand an adverse pressure gradient. This demonstrates the impor-
tance of what happens immediately downstream of the cooling
hole to its film cooling performance.

Results from the baseline airfoil are shown in Fig. 10 in terms
of the laterally averaged adiabatic effectiveness �̄. Maximum
adiabatic effectiveness was obtained at a blowing ratio of M
=0.6 with values generally above �̄=0.2. For this blowing ratio,
there is evidently slight separation near the hole �indicated by the
decrease in �̄ near the hole compared to the M =0.3 case�. As the
blowing ratio is increased to M =1.22, the performance degrades
to �̄�0.1 presumably due to coolant jet separation. These results
are similar to previous measurements of the first suction-side
holes �Ethridge et al. �8��.

Corresponding results for the optimized geometry are presented
in Fig. 11. Maximum �̄ levels are similar to the baseline geom-
etry, but good performance is maintained at higher blowing ratios.
Remember that the airfoil contour optimization was performed at
one blowing ratio of M �0.85, and the predictions suggested
about a 6% increase in the value of the spatially averaged effec-
tiveness over x /D=0–20. In comparison, the experimental results
indicate an increase of �16% �from 0.19–0.22� at a similar blow-
ing ratio. Thus, although the CFD-based optimization correctly
suggested an increase in effectiveness, the value of this increase
was not predicted correctly.

To make a direct comparison between the baseline and opti-
mized airfoils, Fig. 12 shows the film effectiveness for both at
low, medium, and high blowing ratios. As is evident in Fig. 12,
the most dramatic difference between the baseline and optimized
geometry is at the highest blowing ratio of nominally M =1.15,

where the optimized geometry provides performance only slightly
degraded from the maximum �̄ levels at M =0.6. The optimized
contour has clearly changed the separated behavior that the cool-
ing jet shows for the baseline airfoil. Further comparison between
the two geometries is presented in Fig. 13 in which the �̄ level at
x /D=5 and 15 are presented as a function of varying M. Figure
13 clearly shows the improved performance of the optimized ge-
ometry for M �0.6.

As discussed in the previous section, in addition to the im-
proved separation characteristics, the optimized contour caused
increased lateral spreading of the cooling flow. To gain more in-
sight into the differences in performance for the two geometries,
Fig. 14 provides contour plots of adiabatic effectiveness for blow-
ing ratios of M =0.6, 0.98, and 1.15. At M =0.6, both geometries
are performing at optimum levels. Near the holes, the optimum
geometry clearly has a wider distribution of coolant, which ac-
counts for the improved average adiabatic effectiveness in this
region. Downstream, the two geometries provide coolant distribu-
tions that are essentially the same. At M �1, the dramatic de-
crease of adiabatic effectiveness for the baseline geometry clearly
indicates significant separation. In contrast, the optimized geom-
etry appears to remain well attached, resulting in much better
performance up to an x /D=18. At M �1.2, separation effects are
severe for the baseline geometry, i.e., very low adiabatic effective-
ness downstream of the holes. For the optimized geometry, the
center and bottom holes show some decrease in performance, sug-
gesting that significant separation is starting to occur.

Fig. 10 Laterally averaged effectiveness for the baseline air-
foil at various blowing ratios

Fig. 11 Laterally averaged effectiveness for the optimized air-
foil at various blowing ratios

Fig. 12 Average effectiveness of baseline and optimized ge-
ometries for three different blowing ratios

Fig. 13 Comparison of laterally averaged effectiveness near
the hole „x /D=5… and far from the hole „x /D=15… for varying
blowing ratios
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In summary, the optimized geometry has much better film ef-
fectiveness at higher blowing ratios compared to the baseline.
This is attributed to the increased acceleration and convex curva-
ture as a result of the change in airfoil shape near the cooling hole.
The optimized geometry prevents detachment of the cooling jet
from the surface and increases the lateral spreading of the jet.

Conclusions
An optimization procedure was used to optimize the airfoil

shape with film cooling so as to maximize adiabatic effectiveness
with no impact on aerodynamic losses. An increase in effective-
ness was achieved by changing the shape of the airfoil such that
the flow accelerates as it approaches the cooling jet exiting the
cooling hole. This local acceleration causes the film cooling jet to
hug the airfoil surface thereby reducing the entrainment of hot gas
into the film layer. Once the cooling jet is attached to the surface
due to the acceleration and the convex curvature, it is able to
withstand an adverse pressure gradient. This demonstrates the im-
portance of what happens immediately downstream of the cooling
hole to its film cooling performance.

To prove this concept for increased cooling effectiveness, a
low-speed cascade test was performed. The experimental pressure
distribution data were in very good agreement with the predic-
tions. The optimized airfoil did show an improved effectiveness
compared to the baseline. The experimental results were consis-
tent with the predictions in that optimized airfoil resisted separa-
tion and showed improved lateral spreading leading to an increase
in film effectiveness. However, the level of this increase was
�16% as measured in the tests, whereas the computations pre-
dicted a 6% increase. These results indicate that RANS CFD can
be used for making engineering decisions on ranking film cooling
configurations but are not quantitatively accurate. And despite its
limitations, RANS remains a viable method and can be used to
discover innovative ideas to improve the state of the art, as was
clearly demonstrated in this study.
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Nomenclature
C � Axial chord of vane

CFD � computational fluid dynamics
D � diameter of cooling hole

DR � density ratio =	c /	


H � wall thickness
P � pitchwise distance between cooling holes

M � blowing ratio =�	cUc� / �	
U
�
RANS � Reynolds averaged Navier-Stokes

TL � turbulence level =�u2 rms+v2 rms�1/2 /U


U � mainstream velocity
x � axial coordinate
y � wall normal coordinate
z � spanwise or lateral coordinate
� � streamwise angle of cooling hole
� � radial angle of cooling hole
� � film effectiveness =�Taw−T
� / �Tc−T
�
	 � density

Subscripts
aw � adiabatic wall

c � coolant

 � mainstream

rms � root-mean-square

Fig. 14 Surface effectiveness contours for „a… baseline and „b… optimized geometries for three different blowing ratios
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Superscripts
- � lateral average
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Flow Physics and Profiling of
Recessed Blade Tips: Impact on
Performance and Heat Load
In axial turbine, the tip clearance flow occurring in rotor blade rows is responsible for
about one-third of the aerodynamic losses in the blade row and in many cases is the
limiting factor for the blade lifetime. The tip leakage vortex forms when the leaking fluid
crosses the gap between the rotor blade tip and the casing from pressure to suction side
and rolls up into a vortex on the blade suction side. The flow through the tip gap is both
of high velocity and of high temperature, with the heat transfer to the blade from the hot
fluid being very high in the blade tip area. In order to avoid blade tip burnout and a
failure of the machine, blade tip cooling is commonly used. This paper presents the
physical study and an improved design of a recessed blade tip for a highly loaded axial
turbine rotor blade with application in high pressure axial turbines in aero engine or
power generation. With use of three-dimensional computational fluid dynamics (CFD),
the flow field near the tip of the blade for different shapes of the recess cavities is
investigated. Through better understanding and control of cavity vortical structures, an
improved design is presented and its differences from the generic flat tip blade are
highlighted. It is observed that by an appropriate profiling of the recess shape, the total
tip heat transfer Nusselt number was significantly reduced, being 15% lower than the flat
tip and 7% lower than the base line recess shape. Experimental results also showed an
overall improvement of 0.2% in the one-and-a-half-stage turbine total efficiency with the
improved recess design compared to the flat tip case. The CFD analysis conducted on
single rotor row configurations predicted a 0.38% total efficiency increase for the rotor
equipped with the new recess design compared to the flat tip rotor.
�DOI: 10.1115/1.2775485�

Introduction
Tip clearance between the blade tip of a rotor and the casing is

necessary for a free rotation of the rotor blade row. The gap,
however, allows fluid to cross the blade tip from the pressure side
of the blade to the suction side due to the pressure difference on
the pressure and the suction side. This flow is associated with two
main problems. Firstly, roughly one-third of all the aerodynamic
losses in a rotor row are related to the tip leakage vortex, which
forms when the tip leakage over the blade tip enters the passage
flow again on the blade suction side. It both creates mixing loss
when it mixes with the main flow and perturbs the pressure field
on the blade tip wall that is responsible for the blade lift. Further-
more, the fluid crossing the gap is not turned by the blade and
therefore no work is extracted from it. It is therefore interpreted as
lost work extraction. Secondly, the fluid crossing the tip clearance
has a higher temperature than most of the fluid in the main flow
due to hot streak migration, resulting in a high thermal load for
the blade tip. In fact, blade tips burn away if not adequately
cooled and are hence one of the limiting factors for the blade
lifetime.

Additionally, it is desirable to minimize the tip clearance gap
height in order to improve the performance through reduction of
the tip leakage mass flow. This reduced gap height, however, in-
creases the risk of the rotor blade rubbing the casing sometime
during the operational envelope. This can occur, for example, if
the rotor expands further than the casing due to transients, a rotor
dynamic excursion, an ovalization of the casing, or through casing

thermal distortions. In the case of a severe blade rub with a flat
tip, catastrophic coolant loss could occur if the tip wears off. Even
in a case of a relatively minor rub for a flat tip, any cooling holes
located on the tip may be damaged, resulting in an inadequate
cooling eventually leading to blade tip burnout.

One solution in the blade tip design optimization to this stated
problem is to use a recessed blade tip �see Fig. 2� instead of a
simple flat tip. The recess cavity inside the blade tip has several
beneficial features. Since material at the upper surface of the blade
is moved to a lower radius from the axis of rotation, blade root
mechanical stresses can be lowered. Also in case of a tip rub, i.e.,
when the rotor blade touches the casing during rotation, only the
thin cavity rim is damaged. Wear damage to the casing is also
limited and since the purge holes for the blade tip cooling are
located inside the cavity, the rubbing does not damage the outlet
of the holes. Efficient cooling is hence assured even if rubbing
occurs. Finally, the recess cavity may act as a labyrinth seal,
which could be beneficial in reducing tip clearance mass flow.
Unlike for the case of a flat blade tip, the more complex flow
physics for a recessed blade tip is less well understood. Also,
systematic design procedures for cavity size and shape are not
available. The aim of this study is to better understand aerody-
namics and heat transfer physics of recess cavities and provide
new design boundaries for a standard, highly loaded rotor blade
representative of a high pressure turbine. A three-dimensional
computational fluid dynamics �CFD� tool has been extensively
used for this purpose.

The tip clearance flow has been investigated recently with a
number of contributions in the open literature. An important con-
tribution always referred to is the work by Rains �1�, who studied
tip clearance flow for axial flow pump motivated by concerns of
cavitation. Moore and Tilton �2� investigate the tip leakage flow
both experimentally and analytically. The flow structure inside the
gap and heat transfer to the blade have been discussed. A flow
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model assuming the gap losses coming from complete mixing
behind the vena contracta leading to uniform flow conditions at
the gap outlet is presented. Bindon �3� measured and investigated
the tip clearance loss formation. He could divide the total end wall
loss into loss generated inside the tip gap, mixing loss of the tip
leakage vortex, and secondary and end wall losses. He concluded
that not only tip leakage mass flow is important for loss genera-
tion �48% of overall loss seen in mixing loss�, but also the flow
structure inside the gap would play a significant role �39% of
overall loss generated inside the gap�. Furthermore, he showed a
conceptual model for tip clearance loss formation. Morphis and
Bindon �4� investigated loss for different blade tip geometries.
They found that the overall loss remained unchanged although
gap losses strongly varied between the base line sharp edged flat
tip and differently contoured blade tips. Whereas the sharp edge
case showed high losses inside the gap with a strong separation
bubble at the pressure side lip, the contoured cases showed less
losses since no separation bubble was formed on the gap inlet but,
in turn, an increased tip gap mass flow was found.

In a study of different squealer tips by Heyes et al. �5�, it was
also concluded that the separation bubble with the associated vena
contracta is effectively sealing the gap, and by reducing tip mass
flow the tip clearance losses may be decreased. In this study, a
flow model for squealer tips is included as well as a model for the
flow at the gap exit which is represented as a combination of an
isentropic jet between the casing and gap midheight and a wake
formed behind the separation bubble. A computational study by
Ameri �6� on heat transfer on the blade tip showed that a flat tip
with sharp edges performs best in terms of efficiency and total
pressure loss compared to a mean camberline squealer tip and a
flat tip with radiused blade tips. Further computational studies by
Tallman and Lakshminarayana �7,8� on the experimentally inves-
tigated linear cascade by Morphis and Bindon �4� discuss the ef-
fect of tip clearance height and relative casing wall movement on
the flow physics in the tip gap. A further experimental investiga-
tion on the tip clearance flow physics due to moving casing wall is
presented in a two-part study by Yaras and Sjolander �9,10�. It was
found that the moving belt simulating relative casing motion sig-
nificantly decreased tip gap mass flow. Also, the tip passage vor-
tex is drawn to the suction side, providing a throttling effect �11�.
Furthermore, a reduced pressure difference driving the flow into
the gap was observed.

In a recent study, detailed heat transfer to recessed blade tip was
first investigated by Dunn and Haldemann �12�. A recessed blade
tip was equipped with heat flux gauges and experimentally inves-
tigated in a full stage rotating turbine. Nusselt number was shown
for different vane/blade spacings. It was found that the leading
edge Nusselt number on the cavity bottom was in excess of the
blade stagnation value.

Computational Method
The following section describes the computational tools used

for this study. The computational tools for preprocessing and the
solver are all developed in-house. These tools interact in parts
with commercial products for postprocessing.

Grid Generator. The numerical grids used were generated
with the in-house developed grid generator called MESHBOUND.
The multiblock structured grid generator uses a two-dimensional
NURBS library as input data to mesh the computational domain
boundaries. Using a set of geometrical transformations, the inte-
rior block boundaries are defined according to the intended grid
topology. High grid quality, i.e., smooth gridlines, limited aspect
ratio, skewness, and cell-to-cell ratios are achieved using both
nonlinear interpolation algorithms with flexible clustering specifi-
cation and two-dimensional Poisson-type elliptic partial differen-
tial equations during the meshing of each block. Several topolo-
gies are implemented and these partition the computational
domain for a blade tip with recess area into 18 blocks. Especially,

the use of up- and downstream wake blocks with adjustable sizes
and grid density helps keep low grid skewness in the trailing edge
area and prevents the numerical diffusion of the shed wake. An
example of a grid for a recess case is shown below in Fig. 1.

The densely packed tip region grid block spans over about the
top 10% the blade span.

Numerical Solver. The numerical flow solver used for this
study is called MBSTAGE3D, a three-dimensional, structured
Navier–Stokes solver for multistage turbomachinery applications.
The time marching algorithm used in MBSTAGE3D is a Jameson-
type algorithm �13,14�, i.e., an explicit method with a residual-
averaging technique applied for improving stability. The time dis-
cretization is accomplished by a five-stage Runge-Kutta
technique, which is of fourth-order accuracy. All computations
discussed here were conducted with the algebraic Baldwin–
Lomax turbulence model �15� together with logarithmic wall
function developed by Sommer et al. �16� to compute the turbu-
lent viscosity at the wall.

Extensive postprocessing necessary to gain understanding of
flow physics is achieved through 3D, 2D, 1D, and scalar investi-
gation of the flow fields of interest. The 3D visualizing is done
with TECPLOT, a collection of integrators and the 3D data genera-
tion subroutines for TECPLOT are developed in-house.

Computational Model. The computational domains for this
study model a single pitch of the rotor blade row. The grids show
a high resolution in the blade tip area in order to capture the flow
gradients in this region. Since logarithmic wall functions are used,
y+ values are allowed to approach values for around 50–100. This
helps in keeping the number of grid points at about 900,000
points, since clustering near walls does not need to be as aggres-
sive as in two layer turbulence model computations. Hence, the
high number of grid points in the blade tip area leads to homoge-
neous mesh density with smooth cell-to-cell ratio distribution.

Uniform profiles of mean absolute total pressure, total tempera-
ture, as well as pitch and yaw flow angles at the stator exit are
prescribed as boundary conditions on the rotor inlet plane. End
wall boundary layers at hub and casing are modeled through a
power law. Radial equilibrium with a prescribed static pressure at
the casing is used as outlet boundary condition. A moving wall
boundary condition is applied at the casing.

Experimental Approach
In order to perform the intended computational and experimen-

tal study, a previously designed axial turbine test case has been
utilized. The geometry of the one-and-a-half-stage, unshrouded
turbine models a highly loaded ��H /U2=2.36�, low aspect ratio
gas turbine environment. The air loop of the test rig is of a qua-
siclosed type and includes a radial compressor, a two-stage water
to air heat exchanger, and a calibrated venturi nozzle for mass
flow measurements. Before the flow enters the turbine section, it

Fig. 1 Three-dimensional computational grid turbine rotor
blade with standard recess cavity
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passes through a 3 m long straight duct, which contains flow
straighteners to ensure an evenly distributed inlet flow field.
Downstream of the turbine, the air loop is open to atmospheric
conditions. A dc generator absorbs the turbine power and controls
the rotational speed of the turbine. An accurate torque meter mea-
sures the torque that is transmitted by the rotor shaft to the gen-
erator. The turbine entry temperature �TET� is controlled to an
accuracy of 0.3% and the rotor speed is kept constant within
�0.5 min−1 by the dc generator. More information on the turbine
design �Behr et al. �17�� as well as on the operation of the experi-
mental facility �Sell et al. �18�� can be found in the open literature
�see also Table 1�.

Flow Physics and Design Improvement
The following section describes in detail the flow physics in a

flat tip and in a nominal recess tip being representative of modern
designs. Here, the differences between the flat tip and the nominal
recess design are presented. The detailed investigation of the
three-dimensional flow field for a nominal recess case having a
length L of 80% axial chord and a depth D of twice the tip gap
height allowed us to identify key flow features. A sensitivity study
of variations of the tip recess geometry parameters shown in Fig.
2 and its impact on the flow features was then performed on this
nominal recess design to find the new and improved recess design
for experimental evaluation.

Parametric Study. The geometrical parameters varied in this
study were the length L of the recess cavity, the depth D of the
cavity, and the shape of the recess rim which most generally can
be any function of the two former parameters. In this study, how-
ever, the shape was mostly a function of the length.

From the parametric study, it could be shown that the recess
cavity walls offered additional surface that would generate addi-
tional power, which needs to be added to the main power gener-
ated by the outer blade wall. It was also observed that the tip
leakage flow for all the recessed cases was lower than for the flat
tip. The overall mass flow through the computational domain re-
mained unchanged, suggesting that the change in the leakage mass
flow occurred prior to the suction side throat region, hence result-
ing in a constant corrected flow through the rotor. It is important
to also note that variations in total pressure loss coefficients fol-
lowed those of the tip gap mass flow. The relation between aero-
dynamic loss and tip leakage mass having been verified necessi-
tated further reduction of the tip leakage mass flow as an
important design criteria. The changes with depth were strongly
nonlinear, with an optimum depth leading to minimum tip leakage
mass flows being identified. This is also an important difference in
the tip leakage mass flow evolution in a flat tip case where the tip
leakage mass flow varies linearly with the gap height. The
changes in recess length were almost linear.

Test Cases. The understanding of the detailed flow physics is
therefore particularly important in the design process and will be
investigated next on behalf of three major test cases. The first case
is a flat tip blade. The second test case is a nominal recess cavity
with a length of 80% axial chord and twice as deep as the tip gap,
the rim thickness being kept constant. This test case represents a
current design for recess cavities. The final test case is the newly
designed recess geometry based on the extensive physical model-
ing and geometric perturbation.

Tip Region Flow Physics
In this part, the three-dimensional predicted flow fields in the

blade tip region are described for the three test cases described
above. First, the flat tip computation will be presented.

Flat Tip. The flat tip flow field presented in Fig. 3 shows two
main flow structures. The first one is the tip passage vortex which
forms when incidence driven fluid enters the tip gap from the
suction side at leading edge and leaves it again after 20% axial
chord. Furthermore, tip leakage occurring on the pressure side
between leading edge and 15% axial chord crosses the tip gap and
mixes with the incidence flow in the tip passage vortex. The feed-
ing of the tip passage vortex is well organized, with the flow past
a dividing streamline triggering the formation of the tip passage
vortex. The succeeding pressure side leakage flow feeding the tip
passage vortex can also be identified.

The second main flow feature observed is the tip leakage vortex
that forms from the tip leakage flow crossing the gap from the
pressure side starting at 15% axial chord. The dividing streamline

Table 1 Main parameter of “LISA” 1.5 stage axial turbine re-
search facility at design operating point

Turbine
Rotor speed �rpm� 2700
Pressure ratio
�1.5 stage, total to static�

1.60

Turbine entry temperature �TET� �°C� 55
Total inlet pressure �pt0� �bar abs norm� 1.4
Mass flow �kg/s� 12.13
Shaft power �kW� 292a

Hub/tip diameter �mm� 660 /800

First stage
Pressure ratio
�first stage, total to total�

1.35

Degree of reaction ��� 0.39
Loading coefficient y=�h /u2 ��� 2.36b

Flow coefficient f =cx /u ��� 0.65

Rotor geometry
Blade height �mm� 69.3
Tip clearance/span �%� 1.0

aFrom torquemeter.
bFrom five-hole-probe measurement.

Fig. 2 Geometrical parameters studied for improved recess
cavity design

Fig. 3 Three-dimensional CFD predicted flow over flat tip
blade
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between the pressure side leakage feeding the tip passage vortex
and the tip leakage vortex outer fluid layer can be identified. The
outer fluid layers in the tip leakage vortex result from the main
part of the pressure driven, low gap shear loss generating leakage
jet. The tip leakage vortex core is formed by blade tip boundary
layer fluid.

Cutting plane orthogonal to the blade mean camberline reveals
the well known gap flow structure. When the tip leakage flow
enters the gap from the pressure side, a separation bubble is
formed, leading to a vena contracta. The leakage jet leaving the
vena contracta would then form the wake fluid in the lower part of
the gap. This wake creates mixing loss and is found later in the tip
leakage vortex core. The leakage jet above the wake part is often
modeled as an isentropic jet; it forms the outer fluid layers around
the tip leakage vortex core depending on the axial position when it
left the gap on the suction side.

Nominal Recess Cavity. In the following section, it is at-
tempted to physically model the flow structure in a typical nomi-
nal recess region. It should be noted that the following flow struc-
ture is dependent on the aerodynamic design of the turbines,
varying somewhat for different blade rotor designs and not exactly
matching the following descriptions. Despite of this limitation, it
is believed that many of the flow features remain the same for
modern axial high work turbines, with the sensitivities and the
trade studies relating to geometrical variation remaining appli-
cable. In total, six main flow features influencing the cavity flow
were identified.

Starting at the leading edge of the pressure side, fluid above the
blade leading edge stagnation point fluid of the passage enters the
cavity. It crosses the cavity with low loss and at the flow angle of
fluid at leading edge, and impinges on the corner between the
cavity bottom and cavity suction side wall shortly following the
peak suction. After hitting the corner wall, this pressure side lead-
ing edge jet rolls up into a vortical structure C and moves down-
stream inside the cavity, partly leaving the cavity and entering the
suction passage flow again. The boundary layer on the recess rim
entering the cavity along the whole pressure side due to the tip
clearance pressure gradient and on the first 20% axial chord on the
suction side immediately rolls up into a vortex A in the corner
between the cavity bottom and the cavity walls, stretching along
the whole pressure side to the end of the cavity and reaching up to
20% of axial chord on the suction side cavity wall. After 10% of
the axial chord, this suction side part of the vortex A is lifted off
the cavity bottom by an incidence driven suction side leakage jet
C entering the cavity. A third important flow feature is vortex B
which forms when casing boundary layer fluid rolls up against the
pressure side tip leakage jet TL. This vortex stays on the casing
wall and deflects the pressure tip leakage inside the cavity, as
shown in Fig. 4. Between the above two vertical flow structures, a
dividing streamline DS1 establishes.

Downstream of the 20% axial chord, the flow behavior of the
pressure side leakage is similar to the flat tip case with the differ-

ence that the leakage is deflected by the cavity vortices and inter-
acts with them. After leaving the gap on the suction side, this fluid
forms again the outer layer of the tip passage vortex and the tip
leakage vortex. The core of the tip passage vortex is formed by the
same incidence tip leakage that lifts off the cavity corner vortex
when entering and leaving the cavity between 10% and 20% axial
chord. The core of the tip leakage vortex is wake fluid behind the
separation bubble on the suction side rim that forms when the
pressure side leakage jet leaves the cavity.

To additionally clarify the flow features inside the cavity, a
cutting plane orthogonal to the camberline located downstream of
the formation of the vortex formed by the pressure side leading
edge jet is shown in Fig. 5. The three main cavity vortices above
are referenced. Between the casing vortex B and the rim boundary
layer roll up vortex A, the pressure side leakage crosses the cavity,
lifting up vortex C caused by the pressure side leading edge cavity
jet. Two separation bubbles form, one at the pressure side rim
edge to the outer blade wall when the tip leakage jet enters the
gap, and the other on the suction side rim edge with the cavity
wall when the tip leakage leaves the cavity again. The tip leakage
jet is recognizable as a low entropy zone between the higher en-
tropy zones where the vortices are located. The casing vortex is
rather squeezed; this explains why downstream of the blade
gradually more and more fluid from the neighboring vortices mix
in.

New Recess. The nominal design showed many vortical struc-
tures inside the recess cavity. Particularly, the front part of the
cavity is affected by these structures. As seen above, the boundary
layer fluid leaking from the rim into the cavity rolls up in a vortex
along the corner between cavity bottom and cavity rim wall. The
aim of the new design was to eliminate the recirculation zone in
the front part of the blade to minimize aerodynamic losses and
reduce the head transfer coefficient.

The new design follows the dividing streamline that separates
the recirculation zone from the pressure side leading edge jet. In
Fig. 6, the effect of the new design on the cavity flow pattern is
showed. The recirculation on the leading edge is suppressed. The
pressure side leading edge jet now spreads inside the whole cav-
ity. The casing boundary layer fluid rolls up into vortex B and
interacts with the fluid from the pressure side leading edge jet.

Fig. 4 Three-dimensional CFD predicted flow through nominal
recess cavity

Fig. 5 Two-dimensional CFD predicted flow through nominal
recess cavity

Fig. 6 Three-dimensional CFD predicted flow through new re-
cess cavity
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The fluid trapped in the recirculation in the nominal design now
enters the cavity and is pushed out again by the pressure side
leading edge jet. After leaving the cavity, it feeds the tip passage
vortex. The two-dimensional cutting plane shown in Fig. 7 illus-
trates the vortical pattern inside the cavity.

Vortices A and B are actively interacting. Therefore, vortex B is
not confined to the casing anymore but can occupy the whole
cavity volume. Vortex C is formed by the fluid that led to the
suction side leading edge recirculation in the nominal case. It is
formed when this fluid separates on the cavity rim while being
pushed out of the cavity by the pressure side leading edge jet.

Computational Performance Results
In the following section, the computational results regarding the

aero-thermal performance of the three test cases introduced above
are presented. For the aerodynamic performance, the tip leakage
mass flow is investigated since it is intensively related to the total
pressure loss. Nusselt number distribution and integrated heat flux
vector on the blade tip walls are compared to assess the impact of
the new design on heat transfer.

Aerodynamics: Tip Leakage Mass Flow. In the following, the
variations of accumulated tip gap mass flow from leading to trail-
ing edge for the pressure and the suction side for the three inves-
tigated test cases are shown separately. On the pressure side �Fig.
8�, the most important feature is the progressive growth of the
accumulated tip gap mass flow from leading edge to trailing edge,
for the flat tip compared to a linear increase as long as the recess
cavity opens behind the rim. Downstream of the cavity trailing
edge, the accumulated tip gap mass flow also varies nonlinearly
and is similar to the flat tip case for both recess designs.

The linear increase may be explained through the average static
pressure variation at the tip gap entry on pressure side and its exit
on the suction side �Fig. 9�. The static pressure decreases both for
pressure and for the suction side nonuniformly in the flat tip case.
For the recess cases, however, static pressure remains at constant
level whenever tip leakage enters the cavity, which is the case for
the entire pressure side gap and also for the front part of the
suction side, where incidence fluid enters into the cavity. The
recess cavity acts like a reservoir where pressure remains con-
stant. The sealing effect and the resulting reduction of the accu-
mulated tip gap mass flow are clearly observed. The nominal re-

cess case showed a reduction of 23% in the leakage mass flow
when compared to the flat tip; the new design had 25% less mass
flow crossing the gap compared to the flat tip.

The accumulated tip clearance mass flow on the gap exit for the
blade suction side is shown for flat tip blade, the nominal recess,
and the new design in Fig. 10.

The incidence driven tip leakage mass flow is much more in-
tense in the recess cases than in the flat tip case. Incidence leakage
reaches for all three cases from leading until 22% axial chord.
However, the amount of mass flow entering the recess cavities is
almost double the one for the flat tip. This sustains again the
cavity in acting as a reservoir to be filled up with fluid. The dif-
ference in the amount of mass flow additionally having entered
the cavity compared to the flat tip gap almost exactly matches
with the reduction in total cumulated tip leakage mass flow over
the entire suction side. No large differences in tip gap mass flow
are noted between the nominal and the new recess designs.

Heat Transfer
In the following, Nusselt number distributions between the flat

tip and both recess cases are compared. High Nusselt numbers
occur on the leading edges in all three cases. This is where hot
fluid meets the blade tip first and heat transfer is highest. On the
pressure side edges Nusselt number has the same magnitude in all
three cases. The thin rim of the nominal recess shows a similar
distribution on the suction side front part compared to the new
design. When the tip leakage vortex forms �at about 25% axial
chord�, the value of the Nusselt number drops for both the flat tip
case and the nominal recess case. This observation, however, can-
not be made for the suction side rim of the new design. Both the
flat tip and the nominal recess show high Nu numbers at the
leading edge. In the new design, however, Nu number values do
not reach as high on the cavity bottom. In Fig. 11, a clear differ-
ence between the new design and the flat tip as well as the nomi-

Fig. 7 Two-dimensional CFD predicted flow through new re-
cess cavity

Fig. 8 Pressure side CFD predicted normalized tip mass flow

Fig. 9 CFD predicted tip rim static pressure

Fig. 10 Suction side CFD predicted normalized tip mass flow
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nal recess case can be seen. The blocking of the suction side
recirculation zone by a thicker rim has not led to higher Nusselt
numbers on the rim.

The integrated heat flux vector on the blade tip gives the heat
load for three test cases. In Fig. 12, where heat load is split ac-
cording to the affected wall type, a clear observation can be made.
The overall predicted tip heat load is highest for the flat tip and
lowest for the new design. The reduction of heat load between the
flat tip and the new design �about 14%� is about twice as high than
between the nominal and the new recess design �7%�. However, it
must be noted that the new design also has higher regions of heat
load than the nominal design. This is the case for the tip rim and
the cavity walls to which the cavity rim walls and the remaining
rear flat blade tip portion belong. Increasing the rim thickness as
well as a deeper and shorter cavity are the reasons for this in-
creased heat load. However, it has also been shown that changing
the flow field on the leading edge inside the cavity through the
elimination of the suction side recirculation zone has proved ef-
fective in reducing heat load on the cavity bottom.

Validation With Experimental Results
In the following section, the previous results from CFD predic-

tions are compared to experimental results. The flat tip and the
new recess design blades have been experimentally evaluated at
ETHZ axial turbine facility LISA.

Aerodynamic Performance. First, the predicted and experi-
mental relative total pressure coefficients for the flat tip and the
new recess design are compared in 2D axial cutting planes located
14% axial chord downstream of the rotor trailing edge. The ex-
perimental data for the flat tip blade shown in Fig. 13 are snap-
shots at a given point in time of an unsteady flow. Therefore,

unsteady flow features are resolved which are not present in the
single row steady state CFD results. The fact regarding unsteady
data also explains the modulation of the low relative total pressure
zones identifying the secondary flow vortices and the tip leakage
vortex.

The CFD predictions from a single row steady state computa-
tion are shown in Fig. 14. The computationally predicted relative
total pressure coefficient resolves in sufficiently good accuracy the
secondary flow structures measured by the experiment. The hub
and tip passage vortices are captured both in their spatial exten-
sion and in their magnitude. Also, the trailing edge wake of the
rotor blade is captured in the CFD results. The region associated
with the tip clearance vortex is, however, overpredicted compared
to the experiment.

In a second step, CFD predicted and measured pitch averaged
radial distributions of relative flow yaw angle at 14% of the axial
chord downstream of the rotor blade trailing edge for the flat tip
blade are shown in Fig. 15. It can be seen that the variation in the
relative yaw angle due to the tip leakage vortex between 80%
span and 100% span is largely overpredicted by the computational
result. The magnitude of relative yaw angle variation due to the
hub and tip secondary flow structure is well predicted.

Next, experimental and CFD predicted data for the new recess
design are compared. The experimental data shown in Fig. 16 are
again snapshots of unsteady data. The snapshots for the flat blade
tip and the new recess design were both taken at the same point in
time.

The CFD predicted relative total pressure coefficients from
steady state computations are shown in Fig. 17. It can again be
seen that the predicted CFD results resolve the same features that
are also captured by the measured flow field. Predicted relative
total pressure coefficients showing the hub and tip passage vorti-
ces agree well with the experimental data. The overprediction of
the tip leakage vortex noted in the flat tip case is also found in the
new recess design case. Compared to the computationally pre-

Fig. 11 CFD predicted blade tip nusselt number distribution

Fig. 12 CFD predicted normalized heat load for flat tip, nomi-
nal recess, and new recess

Fig. 13 Experimental relative total pressure coefficient distri-
bution at 14% axial chord downstream rotor blade trailing edge
for flat tip blade

Fig. 14 CFD predicted relative total pressure coefficient distri-
bution at 14% axial chord downstream rotor blade trailing edge,
flat tip blade
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dicted relative total pressure coefficient for the flat tip case, it can
be noted that the spatial extension of the tip leakage vortex core
for the new recess design has been reduced.

The measured and predicted pitch averaged relative flow yaw
angle distributions for the new design are presented in Fig. 18.
The CFD predicted relative flow angle distribution matches the
experimental data up to about 80% of the span. The part from
80% span to 100% span is influenced by the tip leakage vortex.
Whereas the secondary flow features on hub and tip are correctly
predicted, the difference in flow angle due to the tip leakage vor-
tex is very much overpredicted.

The reasons for the overpredicted flow angles in Figs. 15 and
18 could be threefold. First, the actual unsteady flow field shows
modulation of the vortex core responsible for over- and underturn-
ing. The time averaged experimental data take this modulation
into account, whereas the steady state CFD computations cannot
capture such a time dependent variation of the flow angles. Fur-
thermore, multirow effects leading to distorted rotor inlet flow

profiles are not taken into account in the CFD boundary condition
specification either. Finally, the use of the algebraic turbulence
model does not capture the right mixing of the vortex with the
main flow. These issues will be addressed in greater detail in a
subsequent paper.

In Fig. 19, the experimentally measured relative yaw angle dis-
tributions for the flat tip and the new recess design are presented
for the tip region from 60% span to the casing at 100% span. It
can be seen that the new recess design shows less overturning
than the flat tip blade. This result clearly illustrates that the recess
cavity influences the tip leakage vortex, which is responsible for
the stated overturning.

Change in Turbine Efficiency. Experimentally measured per-
formance data show that the new recess design has an overall
improvement of 0.2% in the one-and-a-half-stage turbine total ef-
ficiency compared to the flat tip case at exactly the same overall
turbine operating conditions. The CFD analysis conducted on
single rotor row configurations predicted a 0.38% total efficiency
increase for the rotor equipped with the new recess design com-
pared to the flat tip rotor, which is in good quantitative agreement
with the experimental data.

Heat Load. The predicted heat transfer data are qualitatively
compared to data presented by the Ohio State University Gas
Turbine Laboratory �12�. A turbine blade with a recess cavity
similar to the nominal design presented here was equipped with
heat transfer gauges to measure heat transfer on the cavity bottom
near leading edge, trailing edge, and in the middle. Also, the rim
was equipped with several gauges. Nusselt numbers were reported

Fig. 15 Steady CFD prediction versus pitch averaged experi-
mental relative yaw angle at 14% axial chord downstream rotor
blade trailing edge, flat tip blade

Fig. 16 Experimental relative total pressure coefficient distri-
bution at 14% axial chord downstream rotor blade trailing edge,
new recess tip blade

Fig. 17 CFD predicted relative total pressure coefficient distri-
bution at 14% downstream rotor blade trailing edge for new
recess tip blade

Fig. 18 CFD predicted versus experimental pitch averaged
relative yaw angle at 14% axial chord downstream rotor blade
trailing edge for new recess tip blade

Fig. 19 Experimental pitch averaged relative yaw angle at 14%
axial chord downstream rotor blade trailing edge for new re-
cess tip blade

Journal of Turbomachinery APRIL 2008, Vol. 130 / 021008-7

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



for different vane/blade spacings. The trend in the variation of Nu
number according to the investigated location is similar. The high-
est Nu number is found in the leading edge region. The second
heat flux gauge was positioned 12.5% blade axial chord from peak
suction downstream, reporting almost half of the Nu number at
leading edge. This can also be observed in the nominal recess case
in Fig. 11. Finally, the third heat gauge at 62% blade axial chord
corresponding to 80% cavity axial chord reports almost the same
Nu number for all vane spacings that was reported for the low
vane spacing on the previous one for the short spacing.

Conclusion
A computational design optimization for a nominal recess cav-

ity commonly used in axial turbine rotor blades has been pre-
sented. From extensive parametric study, a new recess cavity de-
sign is presented. Extensive aerodynamic and heat transfer
comparisons between the new design and the flat tip blade and the
nominal recess tip are presented. The computational data were
compared to experimental data from ETHZ where the 3D flow
structures and the performance of rotor blades with flat tip and the
new recess design were measured. Qualitative comparisons to the
experimental data from OSU have also been used to validate the
predicted heat transfer data. The following concluding statements
can be drawn from this study.

1. A better understanding of the three-dimensional flow inside
recess cavities was gained. Three cavity vortices were found
to govern the leakage flow through the cavity.

2. Change of the cavity geometry influenced the generation and
the interaction of the main recess vortices. A particular re-
circulation at the suction side front responsible for high heat
transfer could be eliminated and lead to a new design with
improved heat transfer behavior.

3. The beneficial effect of creating an aerodynamic seal has
been shown for both recess designs. Tip leakage mass flow
could be lowered by as much as 25% in the new recess
design compared to the flat tip. CFD showed increased
power output for the new design too. Experimental measure-
ments showed a 0.2% increase in the turbine efficiency be-
tween the flat tip and the new recess tip at design point.

4. The heat load on the blade tip is found to be a balance
between the heat load on the different blade tip components,
i.e., the tip rim, the cavity rim walls, the cavity bottom, and
the rear flat blade tip. The new recessed design is about 7%
lower on the overall heat load compared to the base line
recessed design and 13% lower compared to the flat tip.

5. To the best of the author’s knowledge, this is the first time
that detailed profiling of blade tip recess cavity is shown to
improve performance and reduce heat load.
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Nomenclature
X �axial�, Y,Z � Cartesian coordinates

R �radial�, �, X � cylindrical coordinates
cax=XTE blade−XLE blade � blade axial chord

h= �Rblade tip−Rhub� /
�Rhub−Rcasing� � tip clearance height

L � recess length

D � recess depth
t�L ,D� � recess rim thickness

ps � static pressure
ptr � relative total pressure
pt0 � turbine inlet total pressure

ps,turbine,exit � turbine exit static pressure
ṁ=�Ac ·dA � mass flow

mdt*= ṁtip / ṁflat tip � normalized tip gap mass flow
Cpt= �ptr− ps,turbine,exit� /

�pt0− ps,turbine,exit� � total pressure coefficient
M=�Ar ·p� ·dA � torque

Kf � thermal conductivity of fluid
T� � rotor inlet total temperature
Tw � wall temperature
qw � wall heat flux

Nu=qwcox /Kf�Tw−T�� � Nusselt number
�m= ��M / ṁ� / �cpTin�1

− �pt,out / pt,in��	−1�/	�� � efficiency
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Boundary Layer Transition on the
High Lift T106A Low-Pressure
Turbine Blade With an Oscillating
Downstream Pressure Field
This paper presents the results of an experimental study of the interaction between the
suction surface boundary layer of a cascade of low-pressure (LP) turbine blades and a
fluctuating downstream potential field. A linear cascade equipped with a set of T106 LP
turbine blades was subjected to a periodic variation of the downstream pressure field by
means of a moving bar system at low-speed conditions. Measurements were taken in the
suction surface boundary layer using 2D laser Doppler anemometry, flush-mounted un-
steady pressure transducers and surface shear stress sensors. The Reynolds number,
based on the chord and exit conditions, was 1.6�105. The measurements revealed that
the magnitudes of the suction surface pressure variations induced by the oscillating
downstream pressure field, just downstream of the suction peak, were approximately
equal to those measured in earlier studies involving upstream wakes. These pressure field
oscillations induced a periodic variation of the transition onset location in the boundary
layer. Two turbulence levels were investigated. At a low level of inlet freestream turbu-
lence of 0.5%, a separation bubble formed on the rear part of the suction surface.
Unsteady measurements of the surface pressure revealed the presence of high-frequency
oscillations occurring near the start of the pressure recovery region. The amplitude of
these fluctuations was of the order of 7–8% of exit dynamic pressure, and inspection of
the velocity field revealed the presence of Kelvin-Helmholtz-type shear layer vortices in
the separated free shear layer. The frequency of these shear layer vortices was approxi-
mately one order-of-magnitude greater than the frequency of the downstream passing
bars. At a higher inlet freestream turbulence level of 4.0%, which is more representative
of real engine environments, separation was prevented by an earlier onset of transition.
Oscillations were still observed in suction surface shear stress measurements at a fre-
quency matching the period of the downstream bar, indicating a continued influence on
the boundary layer from the oscillating pressure field. However, the shear layer vortices
seen in the lower turbulence intensity case were not so clearly observed, and the maxi-
mum amplitude of suction surface pressure fluctuations was reduced.
�DOI: 10.1115/1.2751142�

Introduction
Today, there is a trend to increase the lift coefficients of low-

pressure �LP� turbine blades. This is to achieve engine weight and
cost reductions. The blade loading is often expressed in the form
of a Zweifel coefficient. This typically rises from conventional
values of 0.8 to levels approaching 1.2. As the lift coefficient
increases, the adverse pressure gradient on the rear part of the
suction surface becomes ever more aggressive

Z =
S

Cax

tan �2 − tan �1

0.5 s2 �2
�1�

The Reynolds numbers of LP turbine blades range from about
0.5�105 in the final stage at high altitude in small business jet
applications to about 5�105 at sea-level takeoff in the first stage
of the largest turbofans. Between takeoff and cruise altitude, the
Reynolds number might fall by a factor of between 3 and 4. Given
these Reynolds numbers and the lift coefficients of modern LP
turbines, boundary layer transition and separation play important

roles in determining engine performance at different operating
conditions. In this context, it is well known that the turbulence
and mean velocity perturbations associated with the interaction of
wakes from an upstream blade row with a downstream blade row
play an important role in the transition process in many LP
turbines.

In the multistage environment, the relative motion of the adja-
cent blade rows gives rise to a variety of unsteady interactions.
The potential influence of a blade extends both upstream and
downstream. It decays exponentially with a length scale of the
order of the blade pitch. The rate of decay of the wakes is much
lower than that of the potential fields. As a result, the interaction
of wakes with downstream blade rows has received far more at-
tention in the literature.

It will be shown below that the unsteady perturbations in the
velocity field due to the oscillating potential field of the down-
stream blade row can be of a comparable magnitude to the un-
steady perturbations caused by an upstream wake �1�. Recently,
Lou and Hourmouziadis �2� described the behavior of a separa-
tion, formed on a flat plate under an adverse pressure gradient,
which is typical of LP turbines. The unsteady modulation of sepa-
ration size �in length and in height� was attributed to the effect of
periodic freestream velocity oscillations. This work was carried
out at a low level of freestream turbulence. In real multistage
turbomachines, significantly higher turbulence levels might be
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found. In spite of the high freestream turbulence, the suction side
separation can still be present, especially at lower Reynolds num-
bers, as shown in Opoka and Hodson �3�. However, the transition
mechanism in the separated shear layer may differ.

The current paper presents an exploration of the often-neglected
effect of upstream propagating potential fields from the down-
stream bladerow at low and elevated freestream turbulence
intensities.

Experimental Setup
Previous studies of LPT cascades at the Whittle Laboratory

have used a single system of moving belts and bars, for example
Curtis et al. �4� and Stieger et al. �1�. These experiments produced
flows representative of a single stage of a turbomachine suitable
for wake–boundary layer interaction studies.

In order to facilitate replication of a downstream potential field,
the facility of Stieger et al. �1� was redesigned to accommodate a
system of moving belts and bars situated downstream of the
cascade.

Bar Passing Rig. The general arrangement of the test facility is
shown in Fig. 1. The basic rig characteristics are summarized in
Table 1. The cascade �1� consists of six T106 profiles, assembled
with a pitch-chord ratio known as configuration A. The T106 pro-
file is a high lift LP turbine blade. It is a high turning profile with
a design exit Mach number of 0.59. As shown in the schematic of
the velocity triangles �see Fig. 2�, the inlet conditions were chosen
to reproduce those of a 50% reaction turbine. The Zweifel coeffi-
cient is of the order of 1.05.

The upstream moving bar system �2� that is shown in Fig. 1 is
used to generate viscous wakes. The downstream moving bar sys-
tem �3� was designed to reproduce the stator suction surface pres-
sure oscillations associated with the potential fields of a down-
stream rotor.

This dual belt system was driven by a 2.3 HP AC motor �4�

with feedback control. The drive from the upstream system was
transmitted onto the downstream system through the belt �5�. For
the current work, no bars were fitted to the upstream system. The
test facility was attached to the outlet of an open cycle low-speed
wind tunnel, where a centrifugal fan supplied the airflow. The set
of gauzes and honeycomb inserts in the tunnel made the flow
uniform before delivering it into the cascade test section through
the inlet duct �7�.

Because the propagation of the unsteady potential field depends
on the flow Mach number, it is impossible to reproduce an exactly
equivalent unsteady pressure field in a low-speed facility, such as
the one used here. Being conscious of the limitation of such an
approach, inviscid numerical predictions for the T106 LP turbine
repeating stage design, with pitch and chord ratios of 1:1.5 and a
blade row gap equal to 43% of the downstream rotor blade pitch
�40% of rotor Cax�, were carried out by Antoranz and de la
Calzada �5�. These were followed by a series of simulations in
which the downstream rotor was replaced with a cylindrical bar.
The bar diameter and the spacing between stator trailing edge and
the bar center were chosen to match the amplitude of pressure
oscillations seen on the stator suction surface as induced by the
real rotor blade. The downstream bar system was designed follow-
ing the results of these simulations.

Test Conditions and Cascade Equipment. The flow delivered
from the wind tunnel is characterized by low turbulence levels of
the order of 0.5%. To reach levels of inlet freestream turbulence

Fig. 1 T106A LP turbine bar-passing rig

Table 1 Characteristic dimensions of T106A cascade

Cascade properties

Profile T106A
Number of blades in the cascade 6
Real chord – C �mm� 198
Axial chord – Cax �mm� 170
Cascade pitch – s �mm� 158.2
Pitch to chord ratio – s /C=� 0.799
Blade aspect ratio – h /C 1.884
Design inlet flow angle �1 �°� −37.7
Design exit flow angle �2 �°� 63.2
Downstream bar diameter – D �mm� 47.5
Downstream bar to trailing edge �mm� 112
Downstream bars pitch �mm� 237

Fig. 2 T106A cascade, with downstream bars shown at time
t /�0=0.0
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intensity more representative of the multistage environment �2–
4%, see �6��, a turbulence grid was used. The turbulence grid �see
�8� in Fig. 1� was based on the work of Roach �7�. The grid was
located at a distance of three axial chords upstream of the test
blade �9�. This provided an inlet freestream turbulence intensity
�FSTI� of 4.0%, measured in the absence of the cascade, at a
location corresponding to the leading edge of the test blade. It
should be mentioned that the turbulence grid was not parallel to
the cascade inlet plane. Therefore, the decay of turbulence varies
across the cascade in the pitchwise direction. The correlation of
Roach predicts the turbulence levels at the leading edges of the
top and bottom blades to be equal to 5.65% and 2.95%, respec-
tively. Although these turbulence levels differ, the levels are such
that the differences in blade boundary layer behavior, which result
from the varying inlet turbulence intensity, do not seriously affect
the cascade periodicity at the Reynolds number investigated here.

Total and static pressure probes at the inlet, and wall tappings at
the outlet from the cascade were used to monitor the flow condi-
tions and check the level of inlet uniformity and outlet periodicity.
Adjustable tailboards �10�, shown in Fig. 1, extending from the
trailing edge of the top and bottom blades were used to ensure that
the outlet flow was periodic.

The pitch ratio for the cascade and the downstream bar system
was 1:1.5, as shown in Fig. 2, for which the initial position of time
�t /�0=0.0� has been presented. A ratio of 1:1.5 is similar to that
found in many LP turbines.

Measuring Techniques and Data Presentation. The cascade
flow conditions were monitored with a 16 channel Scanivalve
DSA 3017. The T106 test blade �9� shown in Fig. 1 was equipped
with surface pressure tappings. The tappings had a diameter of
0.3 mm and were located at midspan. The time mean levels of
surface static pressure were measured using a Scanivalve system.
Surface flush-mounted, fast response Kulite pressure transducers
�model XCS-062� were used to acquire unsteady suction surface
pressures at blade midspan. A detailed description of the Kulite
signal acquisition procedure may be found in Stieger et al. �1�.

A sheet of 50 hot-film sensors spaced at intervals of 2.54 mm in
the streamwise direction was fitted on the blade suction surface at
midspan. The array was manufactured by Senflex. The sensors
were used to measure the quasi wall shear stress distribution using
the procedure described in Hodson et al. �8�. Each sensor was
connected to a Dantec C-series anemometer. The signal outputs
from each anemometer were first acquired with filter settings that
provided only the mean component. Then, a band-pass filter was
used to acquire the fluctuating part.

During the acquisition of the hot-film and pressure transducer
data, the logging frequency was 10 kHz and 128 ensembles of
4096 samples were acquired. The bar-passing frequency was
equal to �28 Hz. The data in this paper are presented as pressure
coefficient and normalized quasi wall shear stress, both as en-
semble averaged. These are defined by Eqs. �2� and �3�, respec-
tively. The signal of the hot-film gauges was normalized for each
gauge, separately. Raw hot-film signals were extracted from the
first ensemble of acquired data

�Cp2is� =
P01 − �PS�s,t��

P01 − PS2
�2�

��w�ND =
��w�s�� − ��w�s��min

��w�s��max − ��w�s��min
�3�

One of the cascade sidewalls was equipped with a glass win-
dow �11� to allow laser beam access �see Fig. 1�. Two-
dimensional, suction surface boundary layer surveys were per-
formed with a Dantec LDA system. This included a 5 W Argon
ion laser �Coherent Innova 70� and Dantec FibreFlow System
with a beam expander. To avoid interruption of the laser beams by
the blade surface, the laser probe axis was inclined with respect to
the blade suction surface. The size of the measuring volume was

equal to approximately 0.08�0.08�1.00 mm.
The LDA system was operated in backscatter mode. The Dan-

tec burst spectrum analysers �BSAs� and photo multiplier tubes
were controlled with LABVIEW software. The acquisition was trig-
gered by each bar-passing event. Data were collected in the dead
time mode with a dead time interval that ensured statistical inde-
pendence of the acquired data.

The seeding for the LDA was generated using a TSI six jet
atomizer with Shell Odina Oil. The mean particle size was
�1.5 �m. The data rate during the acquisition varied between 1.5
and 5 kHz.

During the post-processing of laser signals, a coincidence filter
was used. The velocity bias resulting from periods of higher or
lower velocity was removed using a residence time weighting
factor as defined in Eq. �4� �see �9��

�i =
tri

�
j=1

N

trj

�4�

The LDA data was ensemble averaged by first dividing the
wake passing period into 128 time bins. Each time bin was evalu-
ated based on a nominal average of 500 samples. The weighting
factor, mean, variance, and cross moments were then calculated
for each time bin according to Eqs. �5�–�7�

�u� = �
i=1

N

�iui �5�

�u�2� = �
i=1

N

�i�ui − �u��2 �6�

�u�v�� = �
i=1

N

�i�ui − �u���vi − �v�� �7�

The traverses were performed perpendicular to the suction sur-
face, in the boundary layer region, between 0.1 mm and 16 mm
above the wall at 45% of the blade span. The complete traverse
consisted of 21 stations, with the first millimeter above the wall
being traversed in five steps. From these LDA measurements, the
time-dependent ensemble mean turbulent kinetic energy, displace-
ment thickness, momentum thickness, and shape factor values
were derived using Eqs. �8�–�11�. The edge of the boundary layer
was defined as the height where the velocity was equal to 98% of
the freestream value. The LDA data were normalized with the
cascade isentropic exit velocity �V2is�

�TKE� =
1

2
��u�2� + �v�2�� �8�

��*� =	
y=0

��� 
1 −
�u�

�Ue�
�dy �9�

��� =	
y=0

��� �u�
�Ue�


1 −
�u�

�Ue�
�dy �10�

�H12� =
��*�
���

�11�

Re2,is =
�V2,isC

�
�12�

	 =
Vx1

Ubar
�13�
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Fred =
fC

V2,is

�14�

The data presented in this paper were acquired at a Reynolds
number of Re2is=1.6�105, based on the exit isentropic velocity
and the real chord, as given by Eq. �12�. The flow coefficient,
defined by Eq. �13�, was equal to 0.83. The reduced frequency of
the potential disturbance, defined by Eq. �14�, was set to 0.46. The
background flow was characterized by two levels of inlet
freestream turbulence intensity �Tu1=0.5% and 4.0%�.

Uncertainty Analysis. At the exit from the cascade, the exit
dynamic pressure varied by 
2.5% over the five passages. Over
the central passages, the variation was 
1%.

The inclination of the laser probe with respect to the suction
surface of the blade was of the order of 5 deg. This was to avoid
any obstruction of the laser beams by the blade wall. The velocity
measured with the inclined LDA probe is insignificantly different
from that measured with a noninclined probe �
0.5% �, and for
this reason, it was considered unnecessary to apply a correction to
the measurements. The 2D LDA data were processed with a co-
incidence window set to 0.005 ms. The step resolution of the tra-
versing system was 0.025 mm.

The mean pressure levels were measured using a Scanivalve
DSA 3107 array with a �2500 Pa range. The discretization error
on this measurement is 0.17 Pa, which corresponds to 0.2% of the
exit dynamic pressure at Re2is=1.6�105. The sensitivity of the
Kulite transducer system was approximately equal to 500 Pa /V
with a discretisation error of 0.05 Pa.

Steady Flow Results

Time Mean Surface Pressure Coefficient. The measured
steady flow distributions of the surface pressure coefficient, at the
Reynolds number Re2is of 1.6�105 are presented in Fig. 3. The
data were measured using the DSA 3017, which was connected to
surface pressure tappings via the Scanivalve. Symbols are shown
at each pressure tapping and sensor position. The black line and
filled symbols are attributed to the lower case of FSTI �Tu1
=0.5% � and the higher FSTI case �4.0%� is �and will be in the
other figures� represented by empty symbols and/or grey lines.

The peak suction point occurred for both cases at a surface
position of s /S0=0.44. Downstream of this point, the boundary
layer flow develops under the influence of an adverse pressure
gradient.

For the lower freestream turbulence case, the suction surface
boundary layer was observed to separate at a surface distance of
s /S0=0.63. From this point, the pressure “plateau” extended up to
a distance of s /S0=0.82. The end of the pressure plateau indicates
the onset of the transition process. Transition manifests through
the pressure recovery region. Downstream of s /S0=0.9, the
boundary layer was fully reattached.

In the case of the higher freestream turbulence, the distribution
of the surface pressure coefficient between s /S0=0.6 and s /S0
=0.8 did not develop a full pressure plateau, as observed previ-
ously. This might suggest the absence of the separation bubble due
to attached flow transition.

Boundary Layer Integral Parameters. In Fig. 4, time mean
boundary layer momentum thickness ��� and shape factor �H12�
calculated from the LDA data are shown. Once again, both FSTI
cases are presented at the Re2is of 1.6�105. For the lower turbu-
lence intensity case �filled symbols�, at a surface distance of
s /S0=0.63, the laminar boundary layer separates with a shape
factor, H12, of 3.5. The momentum thickness ���, increases slowly
in a region between s /S0=0.63 and s /S0=0.82, which corresponds
to the end of the pressure plateau in Fig. 3. Within the above
region, and further downstream up to s /S0=0.86, the shape factor
�H12� continuously rises. At a surface distance of s /S0=0.86, fol-
lowing the end of the pressure plateau, the shape factor suddenly
drops. Here, a rapid increase of momentum thickness begins.
Downstream of s /S0=0.94, the streamwise gradient of momentum
thickness becomes milder. Transition is completed. Therefore, it
can be concluded that transition occurred through a laminar sepa-
ration. The boundary layer leaving the blade trailing edge is at-
tached and fully turbulent �H12
1.6�.

To the top right of Fig. 4, streamlines of the time mean velocity
field illustrate the separation bubble described above. The large
vortex, with a center at s /S0=0.84, appears due to breakdown of
the separated shear layer. It is because of its particular location
that it is often referred to as recovery vortex.

For the case of the higher FSTI, the transition process differs.

Fig. 3 Steady-state surface pressure coefficient Cp2is, Re2is
=1.6Ã105, Tu1=0.5% „black… and 4.0% „grey… Fig. 4 Steady flow suction surface boundary layer momentum

thickness „�… and shape factor „H12…, Re2is=1.6Ã105, Tu1
=0.5% „black…, and 4.0% „grey…
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The higher levels of freestream disturbance enhance the exchange
of momentum between the freestream and the boundary layer re-
gion. The boundary layer flow, after passing the point of the peak
suction, is characterized by a lower shape factor H12 �mainly due
to the reduction of the displacement thickness �*� even though it
experiences a similar adverse pressure gradient. The momentum
thickness shows no sensitivity to freestream turbulence over the
distance between s /S0=0.44 and s /S0=0.70. At a surface distance
of s /S0=0.70, the curve of the momentum thickness departs from
that of the lower freestream turbulence. This rise of momentum
thickness indicates that the transition process has begun. There-
fore, the suction surface boundary layer at the higher FSTI, al-
though inflexional, will not undergo separation, as was observed
in the lower freestream turbulence case. In fact, no reverse flow
was observed in the boundary layer and the shape factor did not
exceed a value of 3.0.

Unsteady Flow Results

Ensemble-Averaged Surface Pressure Coefficient and Veloc-
ity at the Boundary Layer Edge. The effect of the downstream
potential field was investigated at flow coefficient 	=0.83 and
reduced frequency Fred=0.46. Figure 5 presents data acquired at
Re2is=1.6�105 and both FSTI levels, Tu1=0.5% and Tu1
=4.0%. The suction surface time mean distributions of the un-
steady pressure coefficient are shown, and the pressure surface
data are copied from Fig. 3. Additionally, here, at each measure-
ment station, vertical lines have been superimposed. These lines
represent the peak-to-peak variation of the ensemble-averaged
suction surface pressure coefficient, measured during one period
of downstream bar interaction. The vertical lines representing the
case of the higher FSTI are shifted in the downstream direction by
0.01 of s /S0, to avoid overlapping of the two cases.

At both FSTI levels, on the front part of the blade, the peak-to-
peak variation of the pressure is of the order of 8.0% of the exit
dynamic pressure. After passing the peak suction point, the varia-
tion in pressure increases as the distance to the disturbance source
is reduced. For the case of Tu1=0.5%, the maximum peak-to-peak

perturbation �15% exit dynamic pressure� is observed in the re-
gion of the separation bubble between s /S0=0.75 and s /S0
=0.85. At s /S0=0.90, in the region of the turbulent boundary layer
downstream of reattachment, the magnitude of pressure variation
is less than that observed over the earlier part of the blade. This is
true for both levels of FSTI. At the higher FSTI level �Tu1
=4.0% �, the maximum peak–to-peak perturbation �10% exit dy-
namic pressure� is located at s /S0=0.70. To comprehend the sig-
nificance of this influence, it should be recalled that surface pres-
sure variations induced by passing wakes ahead of the separation
at low FSTI �1� were approximately equal to those currently ob-
served. Opoka and Hodson �3�, who continued the work of Stieger
at the higher FSTI �4.0%�, reported a 10% pressure perturbation
due to the upstream wake. This reveals that the strength of both
the wake and the potential field interactions are of a comparable
order.

The data in Fig. 5 were compared to the results of the afore-
mentioned inviscid predictions of Antoranz and de la Calzada �5�.
The measured maximum pressure oscillation was �50% above
the predicted value, but occurred at a similar location. The reasons
for this discrepancy require further investigation. Dring et al. �10�,
investigated a single stage of an axial turbine with an axial gap
between the blade rows set to 0.15 and 0.65 of the axial chord. At
the smaller axial gap, they reported a peak-to-peak pressure varia-
tion on the stator suction surface of the order of 30% of exit
dynamic pressure. Increasing the axial gap reduced the surface
pressure oscillations by a factor of 10.

On the top of Fig. 5, two sets of lines represent the pressure
coefficient distributions at ten equally spaced time intervals. In
both cases of FSTI, the observed pressure perturbation at the peak
suction point is approximately twice the value seen near the trail-
ing edge of the blade. At the lower FSTI, the separation point and
the end of the pressure plateau oscillate about their steady flow
positions. For the higher FSTI, the pressure plateau becomes more
pronounced than in steady flow. This might indicate the transient
appearance of a short separation bubble.

The data from Fig. 5 have been replotted in the form of a
space-time diagram in Fig. 6. The horizontal lines superimposed
onto Fig. 6 indicate time instances at which the maxima of the
positive and negative pressure perturbations were observed be-
tween the peak suction point s /S0=0.44 and s /S0=0.64. The
maximum decrease of surface pressure is located at approximately

Fig. 5 Ensemble-averaged suction surface pressure coeffi-
cient, Re2is=1.6Ã105, Fred=0.46, �=0.83, Tu1=0.5% „black…, and
4.0% „grey…

Fig. 6 Ensemble-averaged suction surface pressure coeffi-
cient, Re2is=1.6Ã105, Fred=0.46, �=0.83, and Tu1=0.5%
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t /�0=0.10, and the maximum increase occurs a half period later at
t /�0=0.6. These lines shall be superimposed onto other figures as
a visual aid to conveying the impact of the potential field influ-
ence. The three inclined lines are explained in the following
paragraph.

Figure 7 illustrates the distribution of the nondimensional
ensemble-averaged velocity at the boundary layer edge with the
horizontal lines superimposed from Fig. 6. The inclined lines in-
dicate the paths of the maxima and minima of the velocity pertur-
bations. The angle of inclination of these lines corresponds to a
celerity equivalent to a half of the local freestream velocity. This
celerity is thought to be related to the speed of the downstream bar
in the cascade pitchwise direction �see Fig. 2�. This speed is of the
order of 0.54 of the exit velocity. As the bars are passing down-
stream of the cascade, and their potential field propagates up-
stream, the blade passage exit area is partially blocked �dbar /s
=0.33�. At the time t /�0=0.0, the distance between the centre of
the bar and the trailing edge is the smallest �see Fig. 2�. This is
when the rear part of the suction surface begins to strongly decel-
erate. In Fig. 6, downstream of s /S0=0.6, pressure changes �espe-
cially pressure minima� appear to follow the velocity trends, albeit
with a phase advance. Along the region between surface locations
s /S0=0.60 and s /S0=0.82, the highest values of the oscillating
surface pressure coefficient �Cp2is� appear during the period of
acceleration. Note that the terms acceleration and deceleration re-
late to temporal, rather than spatial gradients of velocity. Decel-
eration of the flow velocity can be viewed in the region from the
maximum velocity line to the minimum velocity line.

In both Figs. 6 and 7 in the vicinity of s /S0=0.80, high-
frequency oscillations appear and persist up to the trailing edge of
the blade. These oscillations, as well as the remaining case of the
higher FSTI will be discussed below.

Mechanism of Unsteady Transition at Lower FSTI. In the
steady flow, at a Re2is=1.6�105 and FSTI of Tu1=0.5%, the
process of suction surface transition was observed to begin in the
separated shear layer at s /S0=0.82. The end of the pressure pla-
teau region indicated the start of transition, while the process itself
manifested through a rapid growth of the boundary layer momen-
tum thickness �see Figs. 3 and 4�. The reattachment point was
located at a surface distance of s /S0=0.92.

Ensemble-Averaged Quasi Wall Shear Stress at Low FSTI.
A space-time diagram in Fig. 8 shows traces of normalized
ensemble-averaged quasi wall shear stress. Black circles at the top
of Fig. 8 represent the position of each sensor. The data were
measured at the same flow conditions as the data shown in Figs. 6
and 7. Because of the nature of normalizing the hot-film data,
information on the relative amplitudes between neighboring sen-
sors is not retained. Thus, only qualitative impressions can be
inferred from Fig. 8.

Upstream of s /S0=0.70, the flow in the near wall region of the
separated boundary layer is laminar. The frequency of the oscilla-
tions in the plot is equal to the downstream bar passing frequency
�28 Hz�. The peaks and valleys of these oscillations align with the
superimposed velocity lines. However, the phase of the shear
stress does not coincide with the phase of the velocity in the
freestream. The phase lag relative to the freestream velocity is
approximately equal to a quarter of the period of the potential
field interaction. The lag means that the maximum positive shear
stress perturbations occur during deceleration of the edge of the
boundary layer, and that the maximum negative shear stress per-
turbations occur during the acceleration of the velocity at the edge
of the boundary layer.

The above-mentioned phase lag represents the time of viscous
diffusion, during which freestream oscillations penetrate through
the boundary layer. The growth of the boundary layer between
s /S0=0.56 and s /S0=0.70 might be deduced from the increasing
value of the phase lag between the line of maximum velocity and
the peaks of the quasi wall shear stress.

In Fig. 8, at a surface distance s /S0=0.74, a new region of
increased quasi wall shear stress appears at about half way be-
tween the superimposed lines of minima and maxima of the
freestream velocity. However, the first appearance of this high
shear stress pattern coincided with the minimum velocity line. The
increased destabilisation or, perhaps, increased receptivity intro-
duced by the deceleration process forces the transition onset loca-
tion to move upstream from its steady flow location of s /S0
=0.82. From this location �s /S0=0.74�, high-frequency oscilla-
tions begin to develop into wave packets that travel downstream at
approximately one-third of the freestream velocity. They can be
seen throughout the region of elevated quasi wall shear stress
downstream of s /S0=0.74. The fact that they survive the
ensemble-averaging process indicates that these instabilities are

Fig. 7 Ensemble-averaged nondimensional velocity at the
edge of the boundary layer Re2is=1.6Ã105, Fred=0.46, �=0.83
and Tu=0.5%

Fig. 8 Traces of normalized ensemble-averaged surface
quasi-wall shear stress, Re2is=1.6Ã105, Fred=0.46, �=0.83, and
Tu1=0.5%
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phase locked to the cyclic effects of the downstream bars.
The wave packet frequency at s /S0=0.90 was �14 times

greater �392 Hz� than the downstream bar passing frequency
�28 Hz�. Such wave packets were observed in the past by Obrem-
ski and Fejer �11� and recently by Lou and Hourmouziadis �2�,
both of whom investigated transition along a flat plate with un-
steady periodic flows for the case of attached and separated
boundary layer, respectively. Here, as in the case of �2�, no calmed
region was observed.

During the remaining part of the cycle, identifiable as regions
of lower quasi wall shear stress, Fig. 8 shows that acceleration
allows the onset of transition to return to its steady-state location
at s /S0=0.82. Downstream of a surface location of approximately
s /S0=0.90, oscillations are observed throughout the whole period.

Unsteady 2D Velocity Field on the Suction Surface at Low
FSTI. Figure 9 shows streamlines calculated from the measured
velocity field imposed on a contour field of the turbulent kinetic
energy �TKE� defined by Eq. �8�. These are presented at four
equally spaced time instances spanning one full period. In steady
flow, the center of the vortex inside the separation bubble was

located at s /S0=0.84, as identified in the streamlines that are
shown at the top of Fig. 4. Under unsteady flow conditions, the
position of the vortex inside the separation bubble oscillates. Also,
more than one vortex is present for a majority of the period within
the region from s /S0=0.73 to s /S0=0.89. It is suggested that the
instability wave packets observed at surface position s /S0=0.74
�see Fig. 8� are due to fluctuations in the separated shear layer.
These fluctuations are amplified in the shear layer and proceed
into a Kelvin-Helmholtz-type of breakdown, involving a rolling
up of the shear layer into a continuous sequence of spanwise
vortices. The vortices are shed from the separation region into the
turbulent flow following the reattachment of the bubble.

The nature of the interaction is similar to that observed by
Stieger et al. �1�, who examined the case of incoming wakes on
the same T106 profile at the same FSTI. The frequencies at which
the separation bubbles shed vortices are similar in both cases. The
higher peak-to-peak pressure perturbation �30% exit dynamic
pressure� associated with the traveling vortex in the case of
Stieger et al. �1� is believed to be due to stronger forcing provided
by the wake negative jet.

The contour field in Fig. 9 presents the turbulent kinetic energy
calculated from LDA data �see Eq. �8��. The elevated levels of
TKE appear at surface distance s /S0=0.85 due to transition. The
peak values of TKE are found between surface distance of s /S0
=0.85 and s /S0=0.92. These high TKE regions are due to the
breakdown of the vortices.

Ensemble-Averaged Boundary Layer Parameters at Low
FSTI. Figure 10 shows the unsteady distribution of the boundary
layer shape factor. The peak values of the shape factor are above
5.5, which is indicative of a relatively tall separation bubble. At
s /S0=0.82, one can observe periodic oscillations of the maximum
shape factor values. This indicates the changing thickness of the
bubble. No values fall below �4.75, and it can therefore be stated
that the modulating separation bubble is present throughout the
full period of potential field interaction.

Unfortunately, there are no velocity data illustrating the un-
steady behavior of the separation point. However, the position of
the pressure plateau on the lines of Cp2is �upper� imposed on the
top right in Fig. 5, suggests an influence on the separation point.
The reattachment point, preceding the appearance of the turbulent
flow �H12
2.0� in Fig. 10, fluctuates at the bar-passing frequency

Fig. 9 Streamlines calculated from ensemble-averaged 2D
LDA data, Re2is=1.6Ã105, Fred=0.46, �=0.83, and Tu1=0.5%

Fig. 10 Ensemble-averaged boundary layer shape factor,
Re2is=1.6Ã105, Fred=0.46, �=0.83, and Tu1=0.5%
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about s /S0=0.90. These oscillations are in phase �with regards to
the min-max velocity cycle� with the front part of the bubble
between s /S0=0.70 and s /S0=0.75.

In Fig. 10, the tallest bubble occurs along the line of maximum
velocity �s /S0=0.82, between t /�0=0.35 and t /�0=0.4; see also
Figs. 9�b� and 9�c�. Similarly, the lowest values of the shape factor
are distributed along the line of minimum velocity, for which the
most downstream reattachment was observed. The earliest reat-
tachment location occurs at about t /�0=0.35, just before the maxi-
mum shape factor values are observed.

Figure 11 presents a space-time diagram of the ensemble-
averaged boundary layer momentum thickness ��� calculated from
the LDA measurements. The absolute values of momentum thick-
ness can be seen to oscillate with the bar-passing period. The most
rapid growth of the boundary layer momentum thickness is ob-
served just before and then along the line of maximum velocity at
the boundary layer edge, in a similar manner to the quasi wall
shear stress of Fig. 8, which was discussed earlier. This is a con-
sequence of the developing transition process enhancing the
growth of the boundary layer. The bulk of the boundary layer
momentum thickness near to the trailing edge is associated with
this early transition, initiated at around s /S0=0.74, as shown in
Fig. 8.

In summarizing Figs. 10 and 11, it is noted that the tallest
bubble results in the greatest loss of momentum. The most shal-
low separation bubble is stretched and reattaches further down-
stream. At this time, the momentum thickness has the same value
as in steady flow. A comparison of the shape factor values pre-
sented here with those in Fig. 4 shows that the potential field of
the downstream bars, in penetrating the rear part of the blade
passage, tends to reduce the size �height and length� of the sepa-
ration bubble, as at no point does the unsteady shape factor reach
the maximum steady-state value of 6.5 and no value above 3.0 is
observed downstream of s /S0=0.92.

Effect of Freestream Turbulence on Transition. Figure 12
compares individual traces of raw hot-film signals, at both cases
of FSTI during three periods of the interaction cycles. Four sur-
face locations have been chosen for this discussion. At each pre-
sented surface distance, the upper lines represent data of the lower
FSTI case, and the lower lines the higher FSTI case.

For the first plot of Fig. 12, at s /S0=0.63, the data for the lower

FSTI case indicate the laminar character of the flow. In the same
plot, periodic patterns of transitional flow occur in the case of the
higher FSTI. The most obvious turbulent spots appear at times
between t /�0=0.25 and t /�0=0.5 and in subsequent periods at a
similar phase. Once again, this early transition is due to decelera-
tion of the outer part of the boundary layer, which destabilizes
and/or increases the receptivity of the boundary layer. In fact, the
attached flow transition in the high turbulence case starts at s /S0
=0.6 and develops as it progresses downstream. In contrast to the
lower FSTI case, calmed regions are observed for the higher FSTI
case. This is because the spots are formed before the boundary
layer could separate, which makes the case of the higher FSTI
more relevant to the work of Obremski and Fejer �11�.

Twelve percent of suction surface length further downstream, at
s /S0=0.756, the trace of the high FSTI indicates transitional flow
within the boundary layer at most times. Also, there is evidence of
a calmed region just after t /�0=1.5 and 2.5. In the case of the low
FSTI, the flow remains laminar between the times of t /�0=0.5 and
t /�0=1.0. During the remaining part of the cycle, the boundary
layer begins to undergo transition during the decelerative phase,
and hence, wave packet fluctuations become observable at ap-
proximately t /�0=0.1, 1.1, 2.1, etc. As the flow develops further,
these fluctuations grow and develop higher-frequency compo-
nents, which are indicative of natural breakdown. The remaining
laminar regions also begin to undergo transition �see s /S0
=0.823�. Breakdown to turbulence occurs rapidly across the re-
mainder of the surface, resulting in a turbulent wall-shear stress
characteristic throughout the entire period at the trailing edge,
s /S0=0.967.

Trailing-Edge Boundary Layer. The two different transition
modes �attached at the higher FSTI and separated at the lower
FSTI� were also examined in terms of the boundary layer momen-
tum thickness measured near to the trailing edge at s /S0=0.96.

Fig. 11 Ensemble-averaged boundary layer momentum thick-
ness, Re2is=1.6Ã105, Fred=0.46, �=0.83, and Tu1=0.5%

Fig. 12 Comparison between traces of normalized raw quasi-
wall shear stress for Tu1=0.5% „black… and Tu1=4.0% „grey…,
illustrating effect of a downstream potential field at Re2is=1.6
Ã105 for six surface locations s /S0=0.63, 0.75, 0.82, and 0.96
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The ensemble-averaged data are presented in Fig. 13.
At low FSTI, the time mean of � rises by �10% in comparison

to the steady flow value �dashed line�. The minimum value equals
the steady flow value. The maximum value of � appears in phase
with the peak shear stress at t /�0=0.60.

In the case of the higher FSTI, the time mean � was raised by
�23% relative to the corresponding steady flow value. This is
mainly due to an earlier transition onset, which increases the tur-
bulent wetted area and, therefore, the amount of momentum loss
in the boundary layer. As was shown in Fig. 12, the transition was
well developed at s /S0=0.63.

Conclusions
The potential field of a downstream blade row has an important

impact on the boundary layer of the upstream blade. It was shown
that the transition on the suction surface responds to the
freestream velocity changes driven by the downstream pressure
field. In these experiments, the passage of a downstream bar be-
hind the cascade exit alters the pressure distribution inside the
blade channel. The oscillatory influence on the pressure distribu-
tion forces the flow to accelerate and decelerate with a period
equal to the bar-passing period. During the decelerating phase,
transition was promoted further upstream than in steady flow. This
raised the momentum loss in the boundary layer.

At the lower FSTI, which in some ways is representative of
higher FSTI at even lower Reynolds numbers than that examined
here, transition in the separated shear layer was observed to de-
velop from the initiation of Kelvin-Helmholtz instabilities, leading
to the formation of free shear layer vortices. These vortices in-
duced surface pressure perturbations with an amplitude of the or-
der of 7–8% of the exit dynamic pressure. Upstream of the sepa-
ration, the surface pressure oscillations induced by the
downstream pressure field were approximately equal to the mag-
nitude of those measured in earlier studies involving an upstream
wake.

At elevated freestream turbulence, which is more representative
of real multistage machines at the Reynolds number investigated,
the boundary layer undergoes transition 10% of surface length
earlier. It is an attached flow transition and calmed regions form.
Regions of high and low wall shear stress appear in response to
modulation of the freestream velocity induced by the potential

field of the downstream passing bar. The time-mean and
ensemble-mean momentum thickness of the boundary layer was
increased at both freestream turbulence levels.
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Nomenclature
C � profile chord �m�
D � downstream bar diameter �mm�
F � reduced frequency
P � pressure �Pa�
S � surface length �mm�
T � period �s�
U � velocity �m/s�

Re � Reynolds number
Tu � turbulence intensity �%�

d � upstream bar diameter �mm�
h � blade span �mm�
s � blade pitch, surface length �mm�
t � time �s�

� � flow angle �deg�
� � displacement thickness �mm�
� � momentum thickness �mm�
	 � flow coefficient
� � density �kg /m3�
� � shear stress or period �s�

Subscripts
 � freestream
0 � total
1 � inlet
2 � outlet
p � pressure
w � wall

ax � axial
is � isentropic

red � reduced

Acronyms
LP � low pressure
2D � two-dimensional

LDA � laser Doppler anemometry
FSTI � freestream turbulence intensity
TKE � turbulent kinetic energy

Other
�x� � ensemble-averaged x

x̄ � time mean x
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Control of Shroud Leakage Loss
by Reducing Circumferential
Mixing
Shroud leakage flow undergoes little change in the tangential velocity as it passes over
the shroud. Mixing due to the difference in tangential velocity between the main stream
flow and the leakage flow creates a significant proportion of the total loss associated with
shroud leakage flow. The unturned leakage flow also causes negative incidence and
intensifies the secondary flows in the downstream blade row. This paper describes the
experimental results of a concept to turn the rotor shroud leakage flow in the direction of
the main blade passage flow in order to reduce the aerodynamic mixing losses. A three-
stage air model turbine with low aspect ratio blading was used in this study. A series of
different stationary turning vane geometries placed into the rotor shroud exit cavity
downstream of each rotor blade row was tested. A significant improvement in flow angle
and loss in the downstream stator blade rows was measured together with an increase in
turbine brake efficiency of 0.4 %. �DOI: 10.1115/1.2750682�

Introduction
In low aspect ratio HP turbines with shrouded blades, leakage

losses contribute significantly to overall losses. Leakage flow re-
duces turbine performance primarily by reducing extracted work
in the rotor blades. Along with this, Wallis et al. �1� identified four
other loss-generating mechanisms through which the shroud leak-
age flows affect turbine performance. They are due to mixing in
the inlet shroud cavity; mixing through the labyrinth seal; mixing
loss in the exit cavity due to the velocity difference between the
cavity re-entry flow and the main flow; and nonideal incidence
onto the downstream blade row. In recent years, the physics of the
leakage flow path, and its interaction with the mainstream flow,
has been intensively investigated by many authors, among others
Denton and Johnson �2�, Wallis et al. �1�, Giboni et al. �3�, Peters
et al. �4�, and Pfau et al. �5�.

Denton and Johnson �2� showed that the shroud leakage flow
undergoes little change in swirl velocity as it passes over the
shroud. The difference in the swirl velocity between the unturned
shroud leakage flow and the main passage flow downstream of the
blade row is significant, and entropy is generated in the mixing
process. At the same time, the unturned leakage flow alters the
incidence and secondary flows in the downstream blade row. Gier
et al. �6� presented a similar leakage-associated loss breakdown as
Wallis et al. �1�. For the shroud geometry investigated, they esti-
mated that the reentry mixing losses and the “subsequent-row”
losses �incidence and secondary flow losses� together contribute to
60% of total cavity related losses. Wallis et al. �1� recognized the
reduction of the reentry mixing losses as a promising strategy for
reducing aerodynamic losses. They used a turning device, a row
of bladelets fixed on the rotor shroud to turn the leakage flow by
extracting useful work from the leakage flow. Because of the me-
chanical constraints of the model turbine, and the mainstream flow
ingress into the shroud cavity, the effectiveness of the turning
device was poor and a drop in overall efficiency was measured.
They also tested a series of flat turning vanes fixed onto the casing
above the shroud and aligned to the machine axis, in order to turn
the leakage flow in the axial direction. They measured an im-

provement in the turbine efficiency and reduced tangential veloc-
ity in the casing region at the rotor exit plane. This reduced the
spanwise extent of the casing secondary flows in the downstream
stator blade row.

The experimental study presented in this paper further explored
the idea of turning the rotor shroud leakage flow in the direction
of the main blade passage flow in order to reduce the aerodynamic
mixing losses in the circumferential direction. A series of different
stationary turning vane geometries placed into the rotor shroud
exit cavity downstream of each rotor blade row was tested, using
a three-stage air model turbine with low aspect ratio blading.

Model Turbine and Experimental Methods
The experiments were carried out using a low speed multistage

air turbine, that was designed to represent the first few stages of a
high-pressure steam turbine �Fig. 1�. Atmospheric air enters the
inlet section radially and passes through a flow straightener before
entering the turbine. Air is drawn through three turbine stages by
a fan downstream of the turbine. Both stator and rotor blades were
shrouded. The operating point, determined by the flow coefficient
� and rotational speed, is set by the fan power and dynamometer
brake. The flow coefficient is calculated using the axial velocity at
turbine inlet, which is measured indirectly using a mass flow mea-
surement in the exhaust section and a density measurement at
inlet.

Experiments were performed on 50% reaction blading at the
design operation condition ��=0.384�. The key turbine geometry
and operating parameters are presented in Table 1. The blade pa-
rameters are taken at blade midheight. The blading was designed
to represent typical HP steam turbine conditions, and all param-
eters satisfy that condition. The Reynolds number, based on exit
velocity and true chord, is significantly lower than that in a real
turbine. The Mach number is also lower, but as the flow in a real
HP turbine is well subsonic, this is not felt to be significant.

A detailed diagram of the stage geometry used in this study is
presented in Fig. 2. To allow for the axial movement of the rotor
shaft relative to the casing, the rotor sealing arrangement has
opened inlet and exit shroud cavities. Using two �0.75 mm clear-
ance radial seals resulted in an overshroud leakage flow of
�1.5%. The stator hub sealing geometry uses a previously re-
ported sealing arrangement �1� designed to minimize leakage
flow. It comprises two axial abradable balsa wood seals each
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forming an axial clearance of �0.5 mm with the shroud. The
actual clearance cannot be measured, and the 0.5 mm is a best
estimate subject to some uncertainty.

The time-mean flow properties of the main passage were ob-
tained using a five-hole pneumatic probe. The properties were
measured by performing full-span area traverses over one blade
pitch at an axial distance of 6 mm and 17 mm downstream of the
third stator and the second rotor trailing-edge tip, respectively �the

traverse plane positions are shown in Fig. 1�. The traverse grid
was 37�37 uniformly spaced points in both the radial and pitch-
wise directions.

Experimental results are presented in the form of spanwise dis-
tribution of the pitchwise mass-averaged yaw angle and total pres-
sure coefficient contours. In the model turbine, a repeating stage
condition develops downstream of the second stage �7�, and there-
fore, the experimental results downstream of rotor 2 and stator 3
are given.

Total pressure was nondimensionalized by the total pressure
drop across the whole turbine to give a total pressure coefficient
Cp0. The measurement plane covers one pitch from 2% to 97%
span. The white areas on the contour plots of experimental data
indicate regions not covered by the traverses.

Numerically Predicted Shroud Leakage Offset Loss
In order to quantify the influence of each of the identified

shroud leakage loss mechanisms on turbine performance, a set of
numerical tests was performed. The tests were completed using
Denton’s 3D multiblock Reynolds-averaged Navier-Stokes
�RANS� finite volume solver TBLOCK, which was run in steady
mode using the mixing-plane approach. The code was calibrated
against experiments, and capabilities of the solver in predicting
the flow in the multistage turbine with shrouded blades were dem-
onstrated in work of Rosic et al. �8�.

In order to separate the contribution of each leakage loss
mechanism, the flow in a 1.5 stage turbine was analyzed and five
different calculations were performed. First, only the main blade
passage with clean end walls, as a datum configuration, was cal-
culated �Fig. 3�a��. The second calculation added the inlet cavity
without the leakage flow, thus reducing the turbine efficiency by
0.2% compared to the first test case. A similar calculation, includ-
ing only the shroud exit cavity, reduced further the efficiency by
0.25%. The fourth test combined both cavities and the shroud with
a single radial seal above it. The seal clearance and, therefore, the
leakage flow were set to zero. This case included effects of the
both cavities and windage loss caused by the rotating shroud and
gave a 0.5% reduction in efficiency. Finally, in the fifth test case
the seal gap was opened and a shroud leakage flow of �1.7% was
predicted. The overall drop in efficiency in this case was 2.6%,
compared to the datum configuration. The area averaged pitchwise
entropy generated through the domain is presented in Fig. 3�b�.
The significant influence of the flow in the downstream stator is
obvious. Classical shroud leakage theory states that the efficiency
drop due to the reduced work extraction resulting from the tip
leakage flow is directly proportional to the mass fraction of the
leakage. This suggests that the lost efficiency due to the genera-
tion of entropy apart from the dissipation of the seal jet for this
configuration is 2.6%−1.7% =0.9%. Test case 4, as described
above, showed that the loss due to the cavities and windage above
the shroud was equal to 0.5%. This means that 0.9%−0.5%
=0.4% is the lost efficiency that can be attributed to the reentering
leakage flow and incidence and secondary flow losses in the
downstream stator blade row.

This fact marks the control of the leakage losses related to the
reentry mixing and the downstream blade row as one of the most
promising ways for further improvement of turbine performance.
Figure 3�c� summarizes the contribution of all aforementioned
loss shroud leakage mechanisms to the overall turbine perfor-
mance reduction.

Influence of Shroud Leakage Flow on the Mainstream
Flow Field

In order to evaluate the quality of the shroud leakage flow con-
trol strategy presented in this paper, flow in the turbine with dif-
ferent rotor shroud geometry and leakage flow fraction was
analyzed.

Fig. 1 Schematic of model turbine

Table 1 Turbine geometrical and operational parameters

Design operating point data

Flow coefficient, � 0.384
Stage loading, � 1.0
Design speed �rpm� 830
Inlet Mach number 0.045
Number of stages 3
Inter blade row spacing �mm� 25 mm
Blade height, h �mm� 75 mm
Hub to tip ratio 0.85

Blade parameters Stator Rotor

Blade number 40 38
True chord, l �mm� 89.73 105
Aspect ratio, h / l 0.836 0.714
Pitch to chord ratio 0.81 0.728
Reynolds numbera 2.53�105 2.97�105

aBased on true chord and exit velocity.

Fig. 2 Stage geometry with open shroud cavities
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Figure 4�a� shows measured contours of the total pressure co-
efficient downstream of stator 3, for the stage configuration with
the open rectangular shroud cavities as shown in Fig. 2. The most
distinctive flow feature is a strong loss core at the midspan posi-
tion and a weaker loss core toward the hub. As is typical for a low

aspect ratio blade and 3D blade design with compound lean,
strong secondary flows migrate from the hub and casing to the
midspan on the blade suction surface. This process is intensified
by the influence of the cavity flows and the leakage flow ��1.5%
in this study�. Because of the radial pressure gradient the spanwise
penetrations of the hub and casing, secondary flows are nonsym-
metric, and the loss core associated with the casing passage vortex
merges with other low momentum fluid from the blade wake to
form the strong midspan loss core. Although the seal clearances
on the hub were minimized, evidence of leakage flow was present
and the loss core associated with the hub secondary flows, located
at �20% of span was intensified.

In the case with the closed rotor shroud cavities and the mini-
mized leakage flow ��0.7% �, the Cp0 contours downstream of
stator 3 are shown in Fig. 4�b�. The influence of the leakage flow
is reduced. The loss core at midspan is weakened, and the radial
migration of the casing secondary flows is reduced. The wake area
is more spread out toward the casing. The location of the hub loss
core stays unchanged. A detailed analysis of the turbine flow in
these two configurations with open and closed cavities, together
with CFD comparisons for the same geometries, were given by
Rosic et al. �8�.

Although the influence of the leakage flow was minimized in
the second case with the closed shroud cavities, it cannot be con-
sidered representative for the “no leakage” case. Because of the
mechanical constrains of the model turbine, the configuration
without rotor leakage flow cannot be tested experimentally. This
idealized configuration was modeled and tested numerically using
TBLOCK. The flow domain consisted of all three stages with the
hub leakage flow modeled and the clean casing end walls with no
leakage flow. The predicted Cp0 contours downstream of stator 3
are shown in Fig. 4�c�. In this case, the loss core associated with
the casing secondary flow did not migrate radially and there is
almost no evidence of the midspan loss core. Figure 4 suggests
that the flow in shrouded low aspect ratio turbines is dominated by
the leakage flow and that reduction in the leakage flow reduces the
intensity of the secondary flow and its radial migration toward the
midspan in the downstream blade row.

Turning Vanes
In order to analyze the effect of turning the leakage flow into

the axial direction, a series of stationary turning vanes was fixed
onto the casing wall close to the downstream edge of the shroud
exit cavity, as is shown in Fig. 5. The vanes were made from

Fig. 3 Shroud leakage loss mechanism breakdown „CFD…

Fig. 4 Measured Cp0 distribution downstream of the stator 3, for the configurations with open
„a… and closed „b… rotor shroud cavities, and predicted distribution for the case with the clean
casing end wall „c…
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0.5 mm thick, 8�8 mm aluminum plates �Fig. 6�. In order to
analyze the effectiveness of the turning vanes, the number of the
turning vanes per rotor blade pitch was varied in this study from 2
to 8. As mentioned above, the unturned leakage flow maintains its
swirl velocity over the shroud. Hence, the leakage flow ap-
proaches the exit cavity with the flow angle approximately equal
to the flow angle at the stator exit. To minimize the loss caused by
the leakage flow separation on the turning vane leading edge, the
turning vanes were bent and formed to 70 deg �the design stator
exit flow angle� from the turbine axis �Fig. 6�. The downstream
edge of the turning vane is flat and aligned to the axial direction.
Figure 7 shows the turning vanes assembly in the shroud exit
cavity and location of the radial fins and the downstream stator
leading edge. The turning vanes were mounted in the exit cavity
downstream of each rotor blade row.

Experimental Results
The flow interaction between the mainstream and the shroud

leakage flow in the case with the open rotor shroud exit cavity is
highly three-dimensional and circumferentially nonuniform. Es-
sentially, the rotor blade-to-blade pressure gradient extends down-
stream of the trailing edge allowing the main passage flow to enter
periodically the cavity close to the blade pressure surface. The
incoming flow rolls up and forms the cavity vortex, which travels
along the cavity and reenters the mainstream in the wake region
close to the blade suction side. The leakage flow enters the cavity,

mixes with the cavity fluid, and deflected from the cavity down-
stream end wall, reenters the main passage close to the suction
side. The mixing of the ingested flow and the unturned shroud
leakage flow favorably modifies the tangential momentum of the
reentry leakage jet. In spite of that, the leakage jet approaches the
downstream stator blade row with the strong negative incidence.
The leakage jet hits the stator blade on the suction side, increasing
the static pressure in this region. On the pressure side, flow is
accelerated and the static pressure decreases. Although the modi-
fied leading-edge loading is such as to reduce the pressure gradi-
ent driving secondary flow, the streamwise vorticity associated
with the leakage jet is in a direction to increase the secondary
flow. This streamwise vorticity is mainly due to the difference in
tangential velocity between the leakage jet and mainstream flow.
The effects of the vorticity are dominant, and in the case of low
aspect ratio blades, the result is increased radial migration of the
secondary flows and a strong loss core around midspan as shown
in Fig. 8�a�. The effects of skewed inlet boundary layers on the
downstream blade row secondary flows were analyzed by Bindon
�9�, Boletis et al. �10�, and Walsh and Gregory-Smith �11�.

In order to reduce the difference in tangential velocity, initially
two turning vanes per rotor blade pitch were mounted into the
shroud exit cavity of all three rotor rows. As a result, a portion of
the leakage flow was turned toward the axial direction before it
reentered the mainstream flow. This improved the flow angle onto
the downstream stator leading edge, and consequently, the inten-
sity and radial migration of the casing secondary flows were re-
duced. The central loss core �Fig. 8�b�� is weaker, and the wake is
more spread out. In the case with four turning vanes per rotor
blade pitch, the effectiveness of the vanes in turning the leakage
flow was improved and a further weakening of the loss core was
measured, as shown in Fig. 8�c�. Reducing the vane-to-vane spac-
ing further, with eight turning vanes per rotor blade pitch, the
central loss core at the midspan almost disappeared �Fig. 8�d��,
and the low total pressure region stretched out, covering most of
the blade span at the trailing edge. This wake structure is similar
to that presented in Fig. 4�c�, for the test case with simulated flow
without rotor shroud leakage flow, where the secondary flow loss
core stays close to the casing.

For the same set of the turning vane configurations, the span-
wise distribution of the pitchwise mass-averaged yaw angle mea-
sured downstream of stator 3 is presented in Fig. 9. The change in
the yaw angle between the shroud configurations with the open
and closed cavities �Figs. 4�a� and 4�b�� is given in Fig. 9�a�. The
flow field above 30% of the blade span undergoes a significant
change caused by the increased leakage flow in the case with open
cavities. Close to the casing, the flow is overturned, and at mid-
span, it is underturned in the case of the open cavities compared to
the case with minimized leakage flow and closed cavities. These

Fig. 5 Schematic of shroud geometry and turning vanes in
shroud exit cavity

Fig. 6 Turning vanes—geometry and details

Fig. 7 Turning vanes in the shroud exit cavity
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two distributions are used to analyze the effectiveness of the turn-
ing vanes placed in the open shroud exit cavity. With two turning
vanes per blade pitch mounted in the cavity �Fig. 9�b��, the un-

derturning at the midspan and overturning in the casing region are
reduced. Four turning vanes improved the yaw angle further, and
the flow angle is shifted toward the flow angle distribution mea-
sured for the case with the closed cavities �Fig. 9�c��. The same
trend is continued with the increased number of the turning vanes,
and yaw angle distribution for eight turning vanes is shown in Fig.
9�d�. In this study, a configuration with ten turning vanes per rotor
blade pitch was also tested. The total pressure contours and the
yaw angle did not show significant difference from the configura-

Fig. 8 Cp0 contours downstream stator 3, for different number
of turning vanes in shroud exit cavity

Fig. 9 Pitchwise-averaged yaw angle downstream stator 3, for
different number of turning vanes in shroud exit cavity
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tion with eight vanes presented here. Figure 10 shows the mea-
sured absolute yaw angle distribution downstream of the rotor 2
for the case with eight turning vanes, compared to the open cavity
case without turning vanes and the case with closed cavities.

Contours of absolute yaw angle in the case with closed shroud
cavities and minimized influence of leakage flow are shown in
Fig. 10�a�. The area of the high yaw angle close to the casing in
the case of the open cavities represents the leakage jet �Fig. 10�b��
and indicates the significant difference in tangential velocity be-
tween leakage and mainstream flows. The difference in tangential
velocity creates a highly skewed boundary layer at the inlet of the
downstream stator. It is responsible for the increased secondary
flow and radial migration of the low momentum end-wall fluid.
The presence of turning vanes in the exit shroud cavity almost
completely eliminated the high swirl of the leakage flow in the

casing region as shown in Fig. 10�c�. This distribution of yaw
angle is similar to that in the case with closed cavities and mini-
mized leakage flow. Figure 10�d� shows the pitchwise averaged
absolute yaw angle for these three geometries. The reduced over-
turning in the casing region in the case with turning vanes is
evident.

The overall turbine efficiency was also measured for each turn-
ing vane configuration, and the results are plotted in Fig. 11. The
efficiency for the case with open cavities without turning vanes
was measured before and after �open cavity �2��, the study with
turning vanes was completed. The achieved level of agreement
between these two measurements shows that the repeatability of
the efficiency measurements was high enough to capture changes
in efficiency caused by the presence of the turning vanes in the
exit cavity. The measured turbine efficiency confirmed the effec-
tiveness of the turning vanes in improving the main blade flow
field that was demonstrated using the total pressure and yaw angle
distributions. The configuration with eight turning vanes showed
an efficiency improvement at the design flow coefficient of
�0.4%. This efficiency improvement agrees with the predicted
offset loss associated with the mixing losses of the reentering
leakage flow, and the losses in the downstream stator blade row
�Fig. 3�.

L-Shape Turning Vanes
The presence of turning vanes in the shroud exit cavity inevi-

tably increases the “wetted area” and, therefore, the related fric-
tion loss. Despite vane profiling to accommodate approaching
leakage flow angle, a flow visualization experiment performed in
the intervane channel indicated a highly turbulent and separated
flow structure. The turning vane shown in Fig. 6 also reduces the
allowed rotor axial movement relative to the casing. To minimize
the effects discussed above, the vane geometry presented in Fig. 6
was modified resulting in a set of L-shape turning vanes, which
were then tested experimentally. The geometry of the L-shape
vanes is shown in Fig. 12. The wetted area is reduced and the

Fig. 10 Absolute yaw angle distribution downstream of the ro-
tor 2 in the case with eight turning vanes

Fig. 11 Change in overall turbine efficiency for different num-
ber of turning vanes

Fig. 12 L-shape turning vanes
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axial movement of the rotor is unrestricted.
Figure 13 shows Cp0 contours measured downstream of stator 3

in the case with six L-shape vanes per rotor blade pitch mounted
in the shroud exit cavity. The casing secondary flow radial migra-
tion and the central loss core are significantly reduced compared
to the case with an open cavity without turning vanes �Fig. 8�a��.
However, the six L-shape vane configuration is not as effective as
the configuration with eight rectangular turning vanes. This can be
seen by comparing the Cp0 contours presented in Figs. 13 and
8�d�.

The pitchwise-averaged yaw angle distribution also confirms
the improved flow field downstream of stator 3 �Fig. 14�. The
results are very similar to those with four rectangular vanes �Fig.
9�c��. Both the overturning in the region close to the casing and
the underturning at midspan are reduced. This analysis demon-
strates that these very small changes in the geometry can have a
significant effect on the mainstream flow field and turbine perfor-
mance. It also confirms that a reduction in the leakage flow tan-
gential velocity can be successfully achieved using the turning
vane concept described and tested in this study.

Conclusions
The flow in shrouded low aspect ratio turbines is dominated by

the leakage flow. The numerical study presented in this paper
quantified the influence of each of the identified shroud leakage
loss mechanisms on turbine efficiency. The reduction of the losses
associated with the mixing of the reentering leakage flow, and
incidence and secondary flow losses in the downstream stator
blade row, was identified as a promising strategy for reducing
overall aerodynamic losses.

An experimental study was undertaken to test a set of turning
vanes placed in the shroud exit cavity designed to turn the rotor
shroud leakage flow in the direction of the main blade passage
flow. The results demonstrated that it is possible to improve the
flow field in the downstream blade row, and overall turbine per-
formance, by reducing the aerodynamic mixing losses in the cir-
cumferential direction. The effectiveness of the turning vanes de-
pends primarily on their geometry and the vane-to-vane spacing.
It was shown that the configuration with eight turning vanes per
rotor blade pitch significantly improved the loss and flow angle
distribution downstream of the stator blade rows, together with an
increase in the turbine efficiency of 0.4%. The turning vanes with
minimized turning area �L-shape vanes�, which do not restrict the
rotor axial movement also proved to be effective in turning the
shroud leakage flow.
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Nomenclature
h ,h0 � blade height, total enthalpy
l , lx � chord length, axial chord
p0 � total pressure

p0,in , p0,ex � turbine inlet and exit total
pressure

V ,Vx � absolute velocity, axial
velocity

U � blade speed
� � efficiency

3D � three-dimensional
HP � high pressure

LE,TE � leading and trailing edge
PS,SS � pressure side, suction side

�=U /Vx � flow coefficient
�=�h0 /U2 � stage loading

Cp0= �p0,in− p0� / �p0,in− p0,ex� � total pressure coefficient
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Profiled End Wall Design Using
an Adjoint Navier–Stokes Solver
A methodology to minimize blade secondary losses by modifying turbine end walls is
presented. The optimization is addressed using a gradient-based method, where the com-
putation of the gradient is performed using an adjoint code and the secondary kinetic
energy is used as a cost function. The adjoint code is implemented on the basis of the
discrete formulation of a parallel multigrid unstructured mesh Navier–Stokes solver. The
results of the optimization of two end walls of a low-pressure turbine row are shown.
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Introduction
The exponential growth of the computational power during the

past decades has paved the way to undertake much of the present
turbomachinery designs with the aid of simulation tools. This has
allowed a rapid evaluation of the proposed designs, and thus a
significant reduction of the whole design cycle time. Within this
context, it is realistic to tackle methodologies that refine a given
design optimizing an objective function at a reasonable computa-
tional cost. Evolutionary or genetic algorithms are still prohibitive
in terms of CPU time, requiring hundreds, if not thousands, of
evaluations of the cost function to reach an optimum �1,2�. Nev-
ertheless, these algorithms provide valuable information, espe-
cially when the problem requires multiobjective optimization, and
may become the only way to reach an acceptable optimum when
the objective function is noisy. However, for regular enough cost
functions, gradient-based optimization methods may obtain the
optimum with much less computational effort. A gradient-based
optimization method, requires two main building blocks: a non-
linear Navier–Stokes solver to evaluate the optimized geometry,
and an efficient tool to compute the gradient.

The nonlinear solver �3�, known as Mu2s2T, has been used to
evaluate the different designs. It uses hybrid unstructured grids to
discretize the spatial domain and an edge-based data structure to
compute the fluxes. A second-order numerical scheme, with Roe’s
matricial artificial viscosity, conforms the spatial discretization
scheme, which is marched in time with an explicit five-stage
Runge–Kutta. Jacobi preconditioning and multigrid are used to
accelerate steady-state convergence, and dual time stepping is
used for unsteady flows. Turbulence effects are modeled using
either the k−� or the algebraic Baldwin–Lomax model. The code
has been parallelized using Message Passing Interface �MPI�.

Efficient gradient evaluation for aerodynamic configurations is
performed with the aid of adjoint Navier–Stokes solvers. Without
such tools, the gradient must be evaluated by solving the linear
Navier–Stokes equations as many times as free design parameters
are considered in the optimization, what makes this approach pro-
hibitive when the number of parameters is high, as it is the case
for current turbomachinery designs. Nagel and Baier �4� under-
took the optimization of a low pressure turbine �LPT� vane and its
end walls, performing hundreds of cost function evaluations to
reach an optimum. The use of aerodynamic adjoint solvers was
pioneered by Pironneau �5� and later introduced by Jameson �6�
and Jameson et al. �7–9�, who used it first for two-dimensional

airfoil optimizations, then for wings and finally for complete air-
craft configurations. Nowadays, adjoint codes are widely used in
optimization problems in both the discrete and continuous ap-
proaches. In the continuous approach, the adjoint equations are
formulated and then discretized in the computational domain �10�.
The discrete approach, instead, linearizes the discrete Navier–
Stokes equations and develops the adjoint discrete problem from
them �11–13�. This second approach is more suitable when a lin-
ear code exists �14�, as the adjoint code routines can always be
cross-checked against their linear counterparts. The existence of a
linearized version of the code �15� has favored this latter ap-
proach.

Once the building blocks of the method are in place, a cost
function and a set of parameters to control it must be chosen. The
main target of the three-dimensional design of vanes, and to a
lesser extent, of rotor blades, is the minimization of secondary
losses, measured both in terms of total pressure losses and sec-
ondary kinetic energy. This goal can be achieved by modifying the
axial and tangential lean of the airfoil and/or the turbine end walls.
In this work, we have focused on the additional reduction in losses
that may be obtained removing the constraint that the end wall is
axisymmetric. It has been shown that by altering the end wall
shape it is possible to modify the secondary vortex system and
reduce the vortex strength downstream of the row �16,17�. This
reduction impacts on both total pressure losses and secondary ki-
netic energy, but it has been observed that the sensitivity for the
latter is larger. The end walls are perturbed with a series of sines
and cosines at different axial locations of the row, as shown in
Fig. 1, whose amplitudes need to be determined during the design
phase of the airfoil.

The design of a profiled end wall involves tens of parameters
and may become a huge task for the designer if it is not properly
automatized. In its most primitive form, the designer has to obtain
the sensitivities of the secondary losses with regard to the design
parameters, which means tens of evaluations of the cost function,
each requiring the solution of the 3D Reynolds-averaged Navier–
Stokes equations in the flow domain, discretized with a grid of
�106 points. The designer has to choose a proper combination of
the perturbations and evaluate the design again. The designer not
only has to monitor the secondary losses but also traverse the
solution to find local separations and other unexpected features.
The automatization of this task would not only speed up the de-
sign, but it could potentially improve the final design.

The paper outlines how the adjoint solver is derived from the
baseline Navier–Stokes solver and how the optimization algo-
rithm is used to design the end walls of low-pressure turbine rows.
Comparisons between optimizer results and manually obtained so-
lutions are also performed.
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Derivation of the Adjoint Discrete Equations
The optimization problem consists in minimizing a cost func-

tion f�U j ,�k�, where the variables U j must fulfill the steady-state
discrete Navier–Stokes equations, that can be schematically writ-
ten as

Ri�U j,�k� = 0 �1�

and �k represents the geometric parameters that are modified to
control the objective function f . The restrictions imposed by the
discrete Navier–Stokes equations can be absorbed by the func-
tional, by multiplying each of them by a Lagrange multiplier �i,

g�U j,�k� = f�U j,�k� + �i
TRi�U j,�k� �2�

Since the steady state is fulfilled, the problems of minimizing f
and g are equivalent. The gradient of g is obtained by differenti-
ating Eq. �2�

dg

d�k
= � � f

�U j
�T�U j

��k
+

� f

��k
+ �i

T�� �Ri

�U j
	 �U j

��k
+

�Ri

��k
� �3�

which shows us two strategies to proceed when evaluating the
gradient:

1. The standard or classical approach is to linearize Eq. �1� to
obtain

� �Ri

�U j
	 �U j

��k
+

�Ri

��k
= 0 �4�

and remove the dependence of the Lagrange multipliers in
Eq. �3�. The gradient of the modified objective function, g, is
then

dg

d�k
= � � f

�U j
�T�U j

��k
+

� f

��k
�5�

which states that the linear discrete Navier–Stokes equations
must be evaluated for nominal variations of every geometric
parameter, �k, to obtain the flow sensitivities, �U j /��k. This
is especially unsuitable for complex geometries where the
number of parameters is very large, of the order of hundreds.

2. Alternatively, the Lagrange multipliers can be chosen to re-
move the dependence on �U j /��k, giving rise to the need to
solve the adjoint discrete Navier–Stokes equations

� �Ri

�U j
	T

�i +
� f

�U j
= 0 �6�

to obtain the Lagrange multipliers. In Eq. �6�, the analytic
expression for the cost function is usually known, hence, the
cost function sensitivity �f /�U j can be obtained analytically.
The gradient in Eq. �3� then yields

dg

d�k
= �i

T �Ri

��k
+

� f

��k
�7�

which shows that one single evaluation of the adjoint equa-
tions can be used to determine the gradient by simply mul-
tiplying the adjoint variables, i.e., the Lagrange multipliers

�i, by the variation of the steady-state equations with the
geometric parameters, �Ri /��k. This term is evaluated using
the complex variable method, which states that

�Ri

��k
= lim

�→0

I�Ri�U j,�k + i���
�

and requires only one evaluation of the discrete Navier–
Stokes equations, which consumes orders of magnitude less
CPU time than the resolution of Eq. �4�. The additional term
�f /��k is also evaluated with the same method.

Equations �4� and �6� show that the linear and adjoint problems
share the same eigenvalues, namely the ones of the matrix
��Ri /�U j�, which is transposed in the adjoint problem. Therefore,
the asymptotic convergence of both problems must be the same
when analogous iterative schemes are used.

Equation �7� also shows the physical meaning of the adjoint
variables. For a constant value of �Ri /��k along the grid, the
nodes with a larger value of �i will have a larger impact on the
gradient than those nodes with smaller values. Thus, efficient ge-
ometry changes must perturb zones of the domain where the ad-
joint solution is comparatively large.

Results
The adjoint operators for the spatial discretization, Runge–

Kutta, residual smoothing, and multigrid operators have been con-
structed �18�. The adjoint code implementation has been debugged
with the aid of an in-house linear solver, by ensuring that
�T�A�u=uT�A�T�, where the matrix �A� represents a generic op-
erator, e.g., the spatial discretization, multigrid operators, etc. On
the other hand, we have compared the sensitivities obtained by the
adjoint code and the ones obtained by numerical differentiation,
using the nonlinear version of the code.

The sensitivity of the lift coefficient CL to variations in the
stagger angle � has been assessed for a two-dimensional viscous
solution of the T106 blade �19� ��=59.28 deg, Mis,exit=0.59�.

These results are shown in Fig. 2. The sensitivities obtained by
the adjoint code and by a second-order differentiation scheme are
very similar for both approaches. The discrepancies could be at-
tributed to the incomplete linearization of the artificial viscosity
terms or to the lack of linearization of the turbulent equations,
since the turbulent viscosity is kept constant in the adjoint code.

Figure 3 compares the convergence of the T106 case for the
nonlinear and adjoint solvers. The convergence rate of both codes
is about the same. However, the asymptotic convergence rate is
more clearly seen in the adjoint solver probably due to its linear
nature. This result was expected, since the linear and the adjoint
problems share the same eigenvalues, and thus, the asymptotic
convergence rate should coincide. In this case, 20–30 multigrid

Fig. 1 Detail of an end-wall design

Fig. 2 Sensitivity of the lift coefficient to the stagger angle,
T106 blade „Mis,exit=0.59…
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iterations are enough to converge the problem for engineering
purposes. The CPU cost to obtain the nonlinear solution and the
adjoint solution is roughly the same.

Cost Function Definition. Keeping in mind that the final target
is to minimize the production of secondary losses while the mean
flow at the row exit remains unaltered, a proper cost function
needs to be chosen. The cost function selected to drive the opti-
mization is the mass-averaged SKEH �that is the product of the
secondary kinetic energy and the helicity� at an axial plane cut.
The nondimensional secondary kinetic energy for a node i is de-
fined as

SKEi =
�vi − vpi�2

vexit
2 �8�

where vexit is the exit mass-averaged velocity, and vpi is the pro-
jection of the velocity vector at the i node over the circumferen-
tially mass-averaged velocity vm,

vpi =
vi · vm

vm
2 vm

being vi the local velocity. The nondimensional helicity Hi is de-
fined as

Hi =

vi · �i

vexit

2 /�c

�9�

where �i is the local vorticity vector and �c is a characteristic
length, typically the blade chord. The nondimensional SKEH
value is obtained multiplying Eqs. �8� and �9�

SKEHi =
�vi − vpi�2
vi · �i


vexit
4 /�c

�10�

The aim of multiplying the SKEi by the helicity is clearly seen in
a straight 3D cascade. In such a configuration, the secondary flow
is confined next to the end wall and just the wake velocity deficit
exists at midspan �see Fig. 4�, where the vorticity is perpendicular
to the velocity, the helicity vanishes, and the contribution of the
wake to the SKEH is null. In the region where the secondary
vortex is located, vi and �i are almost aligned; therefore H�0,
contributing to increase the SKEH. Therefore, multiplying the
SKE by the helicity the phenomenon we want to minimize, which
is the strength of the vortex, is isolated.

End wall perturbations may give rise to large adverse pressure
gradients that may eventually promote massive separations of the
flow. These detached bubbles are essentially a two-dimensional
feature, and hence, the SKEH is unable to detect them since
vi ·�i�0. However, they induce large variations of the swirl
angle. Even if the flow is attached, the swirl angle needs to be
limited somehow; otherwise, it will increase the losses in the
downstream row, since changes in the swirl angle will give rise to

changes in the incidence that will not be possible to absorb modi-
fying the geometry of the downstream row. To account for these
phenomena in the optimization process, we have introduced a
penalty function that grows exponentially with the difference in
the swirl angle between the baseline and the actual case. It is
expressed as

Fp = f1e−���̄s−�t+f2�/f3� �11�

being f1, f2, and f3 factors to conform the shape of the penalty

function, �t the target swirl angle, and �̄S the mass-averaged swirl

angle in the region of interest. Thus, when �̄S��t, the penalty

function grows, and the new cost function SKEH+Fp moves fur-
ther away from the minimum.

Optimization Method. The optimization method used in this
work consists of a projected gradient search combined with a
Broyden’s method to improve the final convergence to the desired
optimum �20�. This method has been selected because its simplic-
ity and capability to deal with complicated constraints that are not
known a priori, i.e., constraints that require the complete simula-
tion of the system to know if they are satisfied. These kinds of
constraints are frequent in turbomachinery problems, e.g., a fixed
mass flow or a fixed power. Another important advantage of this
method is that it requires only the computation of the functions
involved and its gradients and no Hessian matrices are needed.

Designing LPT End Walls. The adjoint code has been used to
compute the derivatives of the SKEH with regard to the geometry
changes. The geometry of the end walls is modified by adding a
perturbation to the axisymmetric baseline surface that consists of
a Fourier series

P�x,�� = C�x� + �
j=1

j=nF �Aj�x� sin� j2�
�

�b
� + Bj�x� cos� j2�

�

�b
�	
�12�

where �b is the blade pitch. The perturbations are specified at
some fixed axial locations, which remain constant during the
whole optimization process. In this work, six axial locations have
been perturbed using the previous expression.

Two different optimized solutions are presented for the hub end
wall of a LPT vane, one with a single harmonic perturbation
�nF=1�, which is compared to a manual design with the same
degrees of freedom, and the other with multiple harmonics �nF

=4�. All the perturbation amplitudes are restricted to a maximum
value of a 10% of the axial chord.

This case has an aspect ratio 	�5, the exit Mach number is
�0.6, and the Reynolds number based on the exit conditions and
the axial chord is 1.2
105. The domain has been discretized us-
ing a semi-unstructured mesh of 590,000 points. The construction

Fig. 3 Comparison of the convergence history of the T106
case for the nonlinear and adjoint solvers

Fig. 4 Secondary flow pattern for a 3D straight cascade. Left:
Total pressure ISO contours. Right: Mass-averaged nondimen-
sional SKEH distribution.
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of this mesh involves the radial smoothing of a two-dimensional
grid previously constructed along specified radial planes �21�.
Hence, obtaining the perturbed grids is a time-consuming task that
will influence the overall optimization time as the number of de-
sign parameters grow.

Computational Cost. All the cases presented in this paper have
been computed in two PIV at 3 GHz. The process is fully paral-
lelized except for the construction of the grid. Both the manual
design and the single harmonic optimized case consider the same
number of design parameters, 18.

The manual design consists of evaluating the gradient by solv-
ing the Navier–Stokes equations as many times as the number of
parameters, and then evaluating the gradient components by finite
difference. The Navier–Stokes equations are evaluated twice for
each parameter, with different values of the perturbation, to keep
the sensitivity of the cost function to variations in the design pa-
rameters. Once the gradient is calculated, the new geometry is
evaluated, but just another optimization step is performed, and
only the most representative parameters �i.e., those with larger
sensitivities� are varied. The whole design requires �400 h of
CPU time to reach a solution �50 runs of the nonlinear solver�, but
the whole process is not fully automatic and the designer has to
drive the optimization, increasing the design time even more. The
optimizer consumes 60 h of CPU time to reach the final solution
�eight cost function evaluations�, that supposes roughly an order
of magnitude less time than the manual process. Besides, the pro-
cess is fully automatized, avoiding the designer the tedious task of
manually postprocessing all solutions.

When considering the multiple harmonics case, the final solu-
tion is obtained in �80 h, which represents 30% more CPU time,
even though the number of parameters has been increased from 18
to 54. Since the number of optimizer iterations for both problems
is the same, the increase in the CPU time is produced due to the
larger number of parameters. Hence, the construction of the semi-
unstructured grid for each perturbation parameters noticeably in-
fluences the total CPU time, but its impact is smaller than the
evaluation of 36 additional cost functions each time the gradient is
computed, which is another advantage derived from the use of the
adjoint Navier–Stokes solver.

Single Harmonic Perturbation. The solution obtained with the
optimizer is compared to the one proposed by the aerodynamic
designer. The main difference between both approaches is that
during the manual design, smaller maximum perturbation ampli-
tudes have been allowed, and hence, the flow is not as much
disturbed as it is in the optimized solution. There are also flow
effects that are taken into account when performing the manual
design and that cannot be controlled by the optimizer, such as
suction-side flow separation next to the hub. This effect can only
be indirectly addressed in the optimization process by means of
the swirl angle penalty function of Eq. �11�.

The radial distribution of SKEH for the axisymmetric baseline
case and the profiled end walls may be seen in Fig. 5. A pure
two-dimensional region with SKEH�0 between the 15% and
50% of the span is clearly distinguished. It may be seen that the
SKEH is appreciably reduced in the optimized solution, with the
peak value divided approximately by a factor of 2. The reduction
is smaller for the manual design, due to the smaller amplitude of
the perturbations, but the manual design allows a better control of
the solution downstream of the perturbations. Both the swirl angle
�Fig. 6� and especially the total pressure �Fig. 7� are improved in
the manual design, while the same is not true for the optimized
solution. Although the swirl angle is modified with respect to the
base case, the variations are controlled by the penalty function. A
more restrictive selection of the penalty function parameters
would produce a swirl angle distribution closer to the baseline
case. The total pressure losses have increased with the proposed
design. This is an indication of the separation that takes place in
the trailing-edge region next to the hub and cannot be directly

controlled since there is no mechanism to reflect its impact on the
penalty function. Thus, it is possible to weaken the vortex strength
reducing the secondary losses, at the expense of increasing simul-
taneously the primary losses. This situation could be avoided by
redefining the cost function. A reliable loss indicator that reflects
both the total pressure loss and the mixing of the flow is the
mixed-out average of the total pressure �22�, but it has not been
used in this work to maintain the same cost function used in
manual designs.

Figure 8 represents the flow migration in the hub for this case,
that is certainly unusual. This may be noted by looking at the

Fig. 5 Comparison of the baseline, optimized solution and
manual design cases: Mass-averaged nondimensional SKEH at
the outlet for the single harmonic case

Fig. 6 Comparison of the baseline, optimized solution and
manual design cases: Mass-averaged swirl angle at the outlet
for the single harmonic case

Fig. 7 Comparison of the baseline, optimized solution and
manual design cases: Mass-averaged nondimensional total
pressure at the outlet for the single harmonic case
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slope of the streamlines close to the hub, which head directly to
the ss. The differences in the migration patterns between the base-
line and optimized cases are clear. The flow migration for the
optimized case is much weaker than the original one, except when

approaching the blade trailing edge. It gets stronger because of the
almost complete disappearance of the suction side leg of the
horseshoe vortex and the passage vortex, that in the axisymmetric
case prevent the flow from turning too much in that region. This
effect is also seen in the manual design, but it is weaker due to the
smaller end wall perturbations. In that design, the suction-side
vortex is still present. Also, saddle point of the optimized case has
moved toward the suction side, the blade is less front loaded and
the horseshoe vortex is weakened. This effect has not been repro-
duced in the manual design.

The pressure distribution in the blade-hub intersection for the
optimized single harmonic case �Fig. 9�a�� shows a reduction of
the loading between the leading edge and A, due to the change of
incidence, a pressure rise in the ss at B, followed by a sharp
decrease that ends at C, both associated with the bump located
close to the ss, then the flow separates �between C and D�, and
finally, the pressure sharply rises again. The perturbations in-
tended to be applied just for the suction side also modify the
pressure side distribution and the flow separates at the rear part of
the blade due to the adverse pressure gradient. These adverse ef-
fects may be caused by a poor control of the end wall geometry
due to an insufficient number of harmonics and may be minimized
with the use of a higher number of control parameters. The
manual design roughly follows the same geometry obtained with
the optimizer. There are two positive bumps, one next to the pres-
sure side and the other above the suction side next to the trailing
edge, and one negative bump, above the suction side at the begin-
ning of the perturbation. The negative bump placed near the trail-
ing edge in the pressure side is not obtained with the optimizer. As
the amplitudes of the perturbations for the manual design are
smaller than for the optimized case, the effect of the nonaxisym-
metric end wall in the pressure distribution is less noticeable, as it
occurs in the other distributions �Fig. 5–7�.

Multiple Harmonic Perturbation. The multiple harmonic per-
turbation case consists of four Fourier harmonics for each axial
location, yielding a total number of 54 control parameters for the
end wall. The axial locations of the perturbations have remained
constant.

By adding more control parameters, all the distributions pre-
sented in the single harmonic case are improved. Figure 10 com-
pares the final SKEH distribution to the base solution. It is seen
that the core distribution is greatly modified. The peak value has
been divided by four and displaced toward the hub at 5% of the
span. The swirl angle underturning has also been reduced by two
degree regions in the core region of the span �see Fig. 11�, while
maintaining acceptable overturning values next to the hub, due to
the use of the penalty function. The total pressure distribution
�Fig. 12� shows the same trend as the SKEH. The peak of the
losses has been displaced toward the hub about a 7% and, contrary
to the previous case, its value has not been increased. The pressure
distribution in the blade-hub intersection shows how it is possible
to decouple the effects of the pressure and suction side of the
blade by adding more control parameters in the circumferential
direction. Thus, in Fig. 13, we see how the pressure side distribu-
tion is not affected very much except for the pressure bump
around D. The suction side distribution shows an overall behavior
similar to the single harmonic case, but eliminating the undesir-
able bumps, that are seen in the latter. A pressure drop between A
and B is followed by a rise at C, but the difference between the
multiple and single harmonic distribution is that the sharp pres-
sure rise next to the trailing edge �after D in Fig. 9� is not pro-
duced. Hence, the flow separation that leads to higher pressure
losses in the single harmonic case is minimized.

The optimizer �Fig. 13, top� has placed four bumps across the
channel, whose effect is the isolation of the vortices generated in
the passage. This effect reduces the interaction of the vortices with
the main stream and weakens their strength. The migration of the
hub boundary layer �Fig. 14� also shows this phenomenon. We see

Fig. 8 Detail of the hub boundary layer flow migration for the
single harmonic case. „a…: Axisymmetric, „b…: Optimized solu-
tion, and „c…: Manual design.
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how the streamlines are guided through the bumps in the rear part
of the channel and how the suction side vortices are confined next
to the suction side wall.

Both the single and the multiple harmonic solutions consider
fixed axial locations for the geometry perturbations. The solutions
could be enhanced if the number of axial stations were increased
to improve the end wall control. By placing them in zones where
the adjoint solution has larger values, such as next to the leading
edge �see Fig. 15�, smaller geometry changes could lead to larger

Fig. 9 Isolines „solid positive and dotted negative… of the hub
surface perturbation „a… and comparison of the baseline and
optimized nondimensional pressure distribution on the blade-
hub intersection „b…, for the single harmonic case „a…, and for
the manual design „b…

Fig. 10 Comparison of the baseline and optimized mass-
averaged nondimensional SKEH at the outlet for the multiple
harmonic case

Fig. 11 Comparison of the baseline and optimized mass-
averaged swirl angle at the outlet for the multiple harmonic
case

Fig. 12 Comparison of the baseline and optimized mass-
averaged nondimensional total pressure at the outlet for the
multiple harmonic case
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changes in the flow configuration. However, this issue has not
been addressed in this work to keep the same restrictions as the
designers.

Conclusions
We have presented an efficient method for the resolution of the

adjoint Navier–Stokes and have demonstrated the equivalence be-
tween the linear and adjoint approach to compute the sensitivities.
The adjoint solver has been used in conjuction with a gradient-

based optimization method to minimize the secondary losses of a
LPT vane using nonaxisymmetric end walls. The selected cost
function is based on the secondary kinetic energy, which has a
large sensitivity to variations in the secondary flow pattern. How-
ever, additional restrictions based on the limitation of the exit
swirl angle need to be included to avoid the generation of losses in
the downstream rows.

A vane of a LPT has been the subject of this optimization
process with two sets of design parameters. The first has a single
harmonic perturbation per axial location of the perturbation func-
tion, whereas the second has four harmonics. The SKEH has been
greatly reduced in both cases, but the latter design has shown
better results in terms of both SKEH reduction and flow control
close to the end wall. The end wall has also been designed by
expert designers finding similar solutions to the ones encountered
by the optimizer. However, even in the best cases, small details of
the flow, which are important for the designer, as small separation
regions in the corners, are not prevented by the selected cost func-
tion. Future work will concentrate on improving the cost function
to fulfill all the designer’s criteria in a systematic way.
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Three-Dimensional Finite
Element Analysis of Dovetail
Attachments With and Without
Crowning
The stress analysis of dovetail attachments presents some challenges. These stem from the
high stress gradients present, the contact inequalities attending conforming contact, and
the nonlinearities inherent in Coulomb friction laws. Obtaining converged contact
stresses in the presence of these phenomena is demanding, especially in three dimensions.
In Beisheim and Sinclair (2003, ASME J. Turbomach., 125, pp. 372–379), a submodeling
approach with finite elements is employed to meet these challenges when friction is not
present. Here we extend this approach to treat contact when friction is present. Con-
verged stresses are obtained by using two successive submodels. Comparing these
stresses with two-dimensional analysis elucidates some of the truly three-dimensional
aspects of the stress analysis of dovetail attachments. Further comparisons of contact
stresses when crowning is added indicate the possible alleviation of fretting fatigue that
may be afforded by this means. �DOI: 10.1115/1.2751486�

1 Introduction

1.1 Motivation and Background. Single tooth attachments
or “dovetails” are used to secure fan and compressor blades to
disks in gas turbines. A section through a typical dovetail is shown
in Fig. 1�a�. Therein the base of the blade is pulled as a result of
the centripetal acceleration of its remainder, while it is restrained
by contact with the disk on two flats �e.g., C−C�� in Fig. 1�a�. At
the edges of these contact regions, fretting can occur when loads
vary. This fretting can lead to fatigue crack initiation and ulti-
mately to failures �e.g., in the disk at C, the blade at C��. The
ultimate intent of this work is to try to devise a means of reducing
the incidence of such failures.

In attempting to realize this objective, an understanding of the
stresses acting at the edges of contact is key. Such an appreciation,
however, is not readily achieved. Even with the aid of finite ele-
ment codes and restricting attention to two-dimensional aspects,
the literature gives testimony to the difficulty of obtaining con-
verged contact stresses: see Boddington et al. �1�, Kenny et al. �2�,
Papanikos and Meguid �3�, Meguid et al. �4�, and Sinclair et al.
�5�. These difficulties stem from the high stress gradients involved
together with the nonlinearities attending conforming contact �i.e.,
the nonlinearities involved in determining contact extents and
whether slip occurs or not�. Only �5� explicitly meets convergence
checks, which it does via a submodeling approach �Fig. 2�. Re-
sulting normal contact stresses show sharp peaks near the edges of
contact �Fig. 3�, but nonetheless peak stresses that would appear
to have converged �close-up of Fig. 3: coarse, medium, and fine
submodel grids formed by successively having element sides�.

Converged, and otherwise verified, two-dimensional stresses at
the edges of contact have helped in gaining an appreciation of the
physics leading to fatigue in dovetail attachments. This physics is
described in some detail in Sinclair and Cormier �6�: here we
summarize the aspects pertinent to the present study.

The key contributor to fatigue in dovetail attachments identified

in �6� is a pinching mechanism occurring during unloading when
friction is present. During loading up, the attachment can be
shown to slip. Under these circumstances, stresses can be ex-
pected to behave as in classical Hertzian contact. That is, from
Poritsky �7�, with peak values obeying

�c � �0 �c = ��c �h = � 2�c �1�

where �c and �c are the normal and shear contact stresses �positive
as in Fig. 1�b��, respectively, �h is the hoop stress, �0 is the
applied stress acting at the top of the blade section �Fig. 1�a��, and
� is the coefficient of friction �0���0.4 in typical attachments;
Hamdy and Waterhouse �8��. The finite element results of �5� are
in close accord with the analytical results of Poritsky �7� and �1�,
with tensile �h occurring at C in the disk, C� in the blade �Fig.
1�a��. During unloading, stresses completely reverse themselves if
�=0 �confirmed in �5��. However, when ��0, the blade can stick
to the disk. The angular periodic arrangement of the blades can
then produce pinching because the sides of a representative geom-
etry are not parallel �i.e., the outer near-vertical boundaries of the
disk in Fig. 1�a� are not parallel�. Under these circumstances, we
have the following, somewhat unexpected, behavior:

�0↓ �c↑ �2�

That is, the normal contact stress actually increases with unload-
ing. As a consequence, we further have

�c↓ �h↓ �3�

That is, now the shear stress drops dramatically for two reasons:
first, because there is less load to oppose ��0↓ �, second, because
the normal contact stress is now doing more to oppose it ��c↑ �.
As a result, because the hoop stress is largely produced by the
shear stress, it too drops dramatically. Moreover, during loading
up, the location of the peak tensile hoop stress is just outside of
contact: during unloading with pinching, this location can move
inside the contact region �because �c↑� and the hoop stress actu-
ally becomes compressive. These effects are illustrated in Fig. 4.
They essentially reveal that minor oscillations in applied loading/
rpm ��0� can lead to relatively major oscillations in tensile hoop
stresses at the edges of contact. These significantly fluctuating
hoop stresses are then the harbinger of fatigue failures in dovetail
attachments.
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One potential means of alleviating these fluctuations is via pre-
cision crowning �Sinclair and Cormier �9,10��. We summarize the
pertinent elements of this approach here.

Basically, precision crowning seeks to reduce the peak hoop
stress �h

max during loading up when friction is present. This is
because if �h

max is less at maximum load, there is less hoop stress
to fluctuate. Further, because during loading up

�c↓ ⇒ �c↓ ⇒ �h↓ �4�
�see �1��; this objective is tantamount to reducing the peak contact
stress �c

max during loading up. This latter reduction can be
achieved with a small crown of height � �Fig. 1�c��. This produces

Hertzian-like contact stresses �shown dashed in Fig. 3 for �=�0, a
baseline value�. It also produces companion reductions in �h

max

and ��h, the fluctuation in the hoop stress accompanying unload-
ing: see Table 1, assembled from �9� for a range of crown heights
and an uncrowned ��=0� attachment. From this table it would
appear that reduction of hoop stress fluctuations by a factor of 3 is
available with crowning. Moreover, there is a range of crown
heights that would be effective, namely,

� = 2�0 � �0 �5�

While the baseline �0 is of the order of the elastic approach in
Hertzian contact, the high nominal stresses present in dovetail
attachments mean that it is not so small as to be unrealizable in

Fig. 1 Dovetail attachment configuration: „a… section of over-
all attachment, „b… close-up of disk near lower contact point
with stresses acting, „c… in-plane crown on blade flat, and „d…
out-of-plane section BB�

Fig. 2 Finite element grids: „a… coarse global grid, „b… close-up
of coarse global grid with submodel region shown shaded
solid, and „c… coarse submodel grid

Fig. 3 Contact stress distributions „�=0…

Fig. 4 Hoop stress variations near the edge of contact for 20%
unloading „�=0.4…

Table 1 Reduction in edge-of-contact stresses with in-plane
precision crowning „�=0.4…

��h /�0

�

�0

�c
max

�0

�h
max

�0
20% unload 40% unload

0 9.0 8.0 13.2 20.7
1 2.3 3.0 3.0 4.4
2 3.2 3.7 3.7 5.9
4 4.5 4.0 4.4 7.4
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practice ��0=25 �m in �9��, especially given the tolerance im-
plicit in �5�.

To be consistent, crowning also needs to be implemented in the
out-of-plane direction �Fig. 1�d�, no crown included�. In �9�, such
out-of-plane crowning is assessed with a limited two-dimensional
analysis of sections as in Fig. 1�d� and indicated to be similarly
effective in reducing �c

max; hence, implicitly, �h
max, ��h.

There are, however, some open questions regarding �9�’s as-
sessment of the effectiveness of crowning. The first question oc-
curs because the out-of-plane configuration is really loaded by
shear transfer. That is, as in beam theory,

p = −
dV

dz
�6�

where p is the nominal pressure between the blade and the disk
and V is the shear stress resultant on sections such as BB� �Fig. 1�.
The shear stresses attending V are not admitted in a plane strain
state. In �9�, these shears are simulated with body force fields and
then plane strain analysis is used. This analysis is necessarily con-
fined to the frictionless case, the further shears attending friction
also being absent from a plane strain treatment. While such an
approach can be expected to be qualitatively similar to the true
stresses in the out-of-plane section �Fig. 1�d��, it remains to be
seen just how well they agree quantitatively, and what are the
effects of friction.

The second question occurs because there are some truly three-
dimensional effects on the stresses in dovetail attachments,
whereas the analysis in �9� is limited to two dimensions. These
three-dimensional stresses act in the “corners” of the contact re-
gion �e.g., when x→C� ,z→C� in Fig. 1�. While the heightened
concentration of the contact stress that is induced at such corners
can also be expected to be reduced by crowning, it remains to be
seen just how big are such reductions.

1.2 Objective and Scope. Here, then, we seek to develop a
means for the three-dimensional analysis of dovetail attachments
in the presence of friction. This should enable us to provide some
answers to the questions raised by �9�.

To this end, we follow a previous pilot three-dimensional study
of dovetail attachments without friction effects �Beisheim and
Sinclair �11��. The analysis in �11� uses finite elements with sub-
modeling to achieve convergence. We extend this analysis to
handle friction.

We begin in Sec. 2 with a description of the actual, dovetail-
attachment, test piece analyzed. This is the same test piece as
analyzed in �11� so that we can draw on �11� for frictionless re-
sults. Next, in Sec. 3, we describe the submodeling analysis. This
transpires to take a second submodel over that needed in �11�.
Continuing in Sec. 4, we demonstrate convergence and error con-
trol for contact and hoop stresses. We then present stress results to
quantify the differences between two-dimensional and three-
dimensional analysis, and the effects of crowning. We close in
Sec. 5 with some remarks in light of these results.

2 Attachment Configurations

2.1 Without Crowning. Figure 5 shows the geometry of a
test piece used in the industry to simulate a dovetail attachment
and analyzed in �11� without friction. Now we consider a repre-
sentative coefficient of friction ��=0.2� and a maximum ��=0.4
�8��.

In Fig. 5, the blade base simulates the bottom of an actual blade
including its contacting flats with a disk, while the disk segment
simulates that portion of an actual disk to which a blade is at-
tached. At the edges of contact, there are blend radii that are of the
order of 5% of the blade base thickness. The applied stress �0 then
simulates the effects of rotation of the remainder of the blade.
After this load is transferred to the disk segment, this segment
must be further restrained. In practice, this is achieved by attach-

ing the segment to the center of the disk. In this test piece, the
segment is restrained by two pieces that are held fixed: an outer
restraining ring shown in Fig. 5, and a platform not shown in Fig.
5. The platform is attached to the top surface of the portion of the
disk segment shown in Fig. 5.

To describe the geometry of the test piece more precisely, we
use a rectangular Cartesian coordinate system with coordinates
�x ,y ,z�. The origin O of this coordinate system is located at the
bottom of the blade beneath the center of the circular cross sec-
tion. The z-axis is aligned with the center of the blade base, while
the x- and y-axes are also central. Thus, the planes x=0 and y
=0 are planes of symmetry with the present axial loading �0. This
enables us to focus attention on just the quadrant of the blade base
and the disk segment confined within x	0 and y	0. We further
simplify the problem by excluding the geometry of the platform
by modeling this as a rigid contact surface. Thus, it only enters as
boundary conditions on the top of the disk segment. We also sim-
plify the analysis by replacing the outer ring by an effective stiff-
ness in the y direction.

In general, then, we seek the stresses �x ,�y ,�z ,�xy ,�xz ,�yz, and
their associated displacements u, v, w, throughout the blade and
disk, satisfying: the stress equations of equilibrium in the absence
of body forces; the stress-displacement relations for a homoge-
neous and isotropic, linear elastic solid; and the following bound-
ary conditions. Symmetry boundary conditions are applied to the
surfaces at x=0 and y=0 for our quarter-symmetry model. A ten-
sile normal traction �0 is applied to the top surface of the blade
base, while the shear tractions there are taken to be zero �Fig. 5�.
On the surface of the disk segment where the outer ring is con-
nected, �y =−kv while the shear tractions are taken to be zero �the
stiffness k in this condition is determined to apparently within
0.2% via a submodel of the outer ring in �11��. With the exception
of the contact surfaces to be described next, stress-free boundary
conditions are applied on all other surfaces.

The contacting surfaces between the platform and the disk, and
the contacting surfaces between the blade and the disk, must each
comply with the following contact conditions and constraints.
First, the contact conditions require that the normal stresses and
displacements on the contacting surfaces be equal. Second, the
shear stress resultant is limited to � times the normal stress when
slip occurs, or less than this value if no slip occurs and tangential
displacements are matched. Third, the contact constraints require
that the normal stress be nowhere tensile inside the contact region
and that there be no interpenetration outside the contact region.

In particular, we seek the normalized peak contact stress and
hoop stress defined by

Fig. 5 Dovetail attachment test piece
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�̄c
max = �c

max/�0 �̄h
max = �h

max/�0 �7�

In actual dovetail attachments, it is the fluctuation in the hoop
stress that accompanies unloading that can be expected to be of
greatest import for fatigue failure. However, here in this test piece,
unloading fluctuations in the hoop stress are not representative of
those in actual attachments. This is because the test piece configu-
ration lacks the periodic symmetry of an actual disk, and hence
the pinching mechanism largely responsible for hoop stress fluc-
tuations. Nonetheless, we can expect the maximum stresses of �6�
to reflect the sort of fluctuations likely to be experienced in actual
attachments �cf. Table 1, wherein �c

max /�0 is 52% �9% of
��h /�0 with a 40% unload�.

2.2 With Crowning. In large part, we use the same test piece
configuration �Fig. 5� when studying the effects of precision
crowning. The only change here is to the blade on the contacting
flat surface between the blade and the disk. On this flat, as a first
simple crown, the blade is now given an elliptic parabaloid pro-
file, the elliptical version of the Hertz approximation to a hemi-
spherical cap �half of this profile is sketched in Fig. 6�. That is, in
terms of the rectangular coordinates of Fig. 6, a crown of height z,
where

z = ��1 −
x2

a2 −
y2

b2� �8�

Here, � continues as the central crown height, and a, b are the
extents of the crown in the x, y directions, respectively.

Following �9�, we take a and b to be about 7 /8 of their respec-
tive available extents on the original contact flat. This leaves 1 /8
of these extents available on which smooth blended transitions
back to the original surface can be made �as in Fig. 1�c��.

Also following �9�, we wish to take � to be sufficiently small so
that contact spreads throughout most of the available region, yet
not so small that contact spreads off the crown. We want contact
spread out as much as possible so that the nominal contact stress,
and hence �̄c

max, is reduced as much as possible. We want the
contact not to spread off the crown so as to avoid the large peak
stresses that could then occur at the edges, even with blend radii
there �cf. Fig. 3�.

To obtain an initial estimate of �, we compute the crown height
for elastic contact of an elliptic parabaloid. From Johnson �12�,
this is

�

b
=

3


4

�1 − �2�p
E

K��1 −
b2

a2� �9�

for a	b. In �9�, E is Young’s modulus, � is Poisson’s ratio, p is
the average contact pressure, and K is the complete elliptic inte-
gral of the first kind. To set the minimum � to avoid contact
spreading off the crown, we evaluate �9� for the maximum pres-
sure. This occurs for the frictionless case because then there are
no contact shear tractions to help balance the load. We use the
estimate in �9� to initiate finite element studies of crowning ef-
fects. Ultimately, this leads to the following range of acceptable
crown heights:

� = �0 �
�0

5
�10�

where �0 continues as our baseline crown height. For the present
test configuration, �0=120 �m �or 4.7 thousandths of an inch�.

3 Finite Element Analysis

3.1 Global Analysis. Eight-node hexahedral �brick� elements
are used to discretize most of the blade and disk �SOLID45, AN-

SYS �13��. We use low-order brick elements to facilitate interpola-
tion with the bicubic surface when submodeling. Away from the
contact region, some higher-order tetrahedral elements are used to
discretize the curved neck of the blade as they provide a better fit
to the geometry �SOLID92, ANSYS �13��. We place a boundary
layer of elements around the region of interest on both the blade
and disk. The boundary layer has a depth of three-eighths the
smallest radius of curvature of the blade, a depth that is somewhat
more conservative than the value previously tested in the numeri-
cal analysis of conforming contact problems �see �5��. Inside this
boundary layer, we create uniform grids of elements and system-
atically refine these grids by halving element sides. Outside this
boundary layer, we only approximately systematically refine the
global grids. We do this by specifying the number of elements
along the edges of the blade and disk away from the region of
interest. We then use the VMESH command in ANSYS �13� to
automatically mesh the rest of the region. The resulting global
coarse grid is shown in Fig. 7�a�. The numbers of spatial elements
for this coarse global grid �C� and the successive medium �M� and
fine �F� global grids is set out in Table 2. While the systematic
halving of element sides would see successive three-dimensional
grids increase these numbers of elements by factors of 8, here the
approximately systematic scheme used away from the contact re-
gion leads to factors of 7.0 and 7.3.

To police the contact constraints of Sec. 2.1, we use surface-to-
surface contact elements �TARGE170 and CONTA173, ANSYS

�13��. These surface elements overlay the spatial elements on the
contact surfaces within the boundary layer. An important input
parameter for these contact elements in ANSYS is the normal con-
tact stiffness factor �FKN�. This factor controls the stiffness of the
contacting surfaces, which affects the amount of penetration of the
contact surface into the target surface. We override the default
value of 1 with a value of 10 in order to help limit penetration
while still maintaining good convergence of the contact algorithm
in ANSYS. Otherwise, we use the default nonlinear convergence
criteria in ANSYS. The numbers of contact elements for the C, M,
and F grids are included in Table 2; these increase by nearly a
factor of 4 between grids, consistent with systematic halving of
element sides in two dimensions.

With these finite element grids, we judge any stress component
sought, say �, to be converging if

��c − �m� � ��m − � f� �11�

where superscripts denote the grid used in the computation. This
particular convergence check has been demonstrated to be effec-
tive in determining whether or not stress fields are converging in
contact problems in contrast to just a two-grid check �see �5��.

Fig. 6 Crowning profile
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Further, � is judged to have converged if the estimated discreti-
zation error êd is less than the error level sought es. Thus,

êd =
� f − �m

� f �êd�  es �12�

for converged �. Typically in practical stress analysis, es � 0.01
�1%� represents an excellent level of accuracy, es � 0.05 �5%� a
good level, and es � 0.1 �10%� a satisfactory level. Here, we seek
to determine the peak stresses of interest to within a good level
�5%�. If not all results have converged as in �12� with es � 0.05,
as can be expected to be the case here, then we proceed to sub-
model.

3.2 Submodel Analysis. While submodeling enables finite el-
ement analysis to resolve peak contact stresses with far less com-

putation than that involved in direct discretization of the entire
configuration, it only does this reliably if the additional source of
error involved, namely, error in submodel boundary conditions, is
controlled. To do this, we follow Cormier et al. �14� and subse-
quent developments �15–17�: the approach therein has been found
to offer significant computational advantages over others in the
literature �see �14��, and to be effective in resolving three-
dimensional contact stresses in dovetail attachments �see �11��.

In essence the approach adopted for error control in submodel-
ing entails the following. As with the global analysis, we continue
to employ three grids when submodeling to gauge convergence.
Now, though, the exact or true error ee can be separated into two
parts as follows:

ee =
�e − �fbc

fs

�e
=

�e − �ebc
fs

�e
+

�ebc
fs − �fbc

fs

�e
= esd + ebc �13�

Here �e is the exact or true value of �, and �fbc
fs its determination

on the fine submodel grid using boundary conditions drawn from
the fine global grid: that is, our best available estimate of �e.
Further, �ebc

fs is � determined on the fine submodel grid using
exact or true boundary conditions. Thus, esd is the true submodel
discretization error while ebc is the true boundary condition error
in the submodel. Of course, we do not know �e, or even �ebc

fs .
Hence we must estimate these quantities. We do this with

êd =
�fbc

fs − �fbc
ms

�fbc
fs êbc =

�fbc
fs − �mbc

fs

�fbc
fs , �14�

where �fbc
ms is � computed on the medium submodel grid with

boundary conditions from the fine global grid, while �mbc
fs is �

computed on the fine submodel grid with boundary conditions
from the medium global grid. We then judge � to be converging
when the analogue of �11� holds on the submodel grids, and to
have converged when

�êd + êbc�  es �15�

If �15� is not complied with, successive submodeling can be
applied.

Further general descriptions of this submodeling approach may
be found in �14,15,17�, and a description of how it is applied in
three-dimensional contact of dovetail attachments in �11�. In par-
ticular, this last reference details the rationale and implementation
of displacements with bicubic surfaces in submodel boundary
conditions, as well as how to size submodel regions in three di-
mensions. With the approach, a series of two-dimensional test
problems were solved in Cormier et al. �14� and peak stresses
determined to within 2%. These problems involved up to five
submodels. Also in �11�, three-dimensional peak contact stresses
were determined to within 3%, using a single submodel.

Here, it transpires that we need two submodels because we are
also seeking to resolve the hoop stress �h in addition to the con-
tact stress �c, and the former is typically harder to resolve because
of discontinuities in its slope. The coarse grids for these two suc-
cessive submodels are shown in Figs. 7�b� and 7�c�: the corre-
sponding numbers of spatial and contact elements are included in
Table 2. Herein SC, SM, and SF denote the first submodel coarse,
medium, and fine grids, respectively, while SSC and SSM the
coarse and medium grids, respectively, for the second submodel.
With the second submodel, a convergence check analogous to �11�
is actually applied to the three grids SF, SSC, and SSM. This
enables us to avoid a further grid for the second submodel, a grid
that could be expected to be quite time-consuming to run.

One important note when using submodeling with contact
analyses is to continually verify the contact conditions at the con-
tact surfaces, while systematically refining your grids. This is nec-
essary for the following reason.

In the ANSYS software, one surface of the “contacting surface
pair” is designated the “contact surface” and the other surface the
“target surface.” In general, it is recommended in the ANSYS docu-

Fig. 7 Coarse finite element grids for dovetail attachment test
piece: „a… global grid, „b… first submodel grid, and „c… second
submodel grid

Table 2 Number of elements for each finite element grid

Grid Spatial Contact Total

C 2,127 487 2,614
M 14,990 1,943 16,933
F 108,870 7,765 116,635

SC 9,216 1,152 10,368
SM 73,728 4,608 78,336
SF 589,824 18,432 608,256

SSC 19,968 4,992 24,690
SSM 159,744 19,968 179,712
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mentation that the contact surface contain a more refined mesh
than the target surface. As the element sizes get smaller with each
submodel grid, this distinction becomes more important. As the
element size begins to approach the actual amount of displace-
ment at the contact surface, if the target surface happens to be
more refined than the contact surface, some nodes on the target
surface may not properly detect the contact surface. This results in
a zero-valued force at these nodes, and ultimately produces con-
tact stresses that are zero, or approximately zero, at these
locations.

The obvious solution to this in the ANSYS software is to refine
the contact surface more than the target surface. An alternative
solution is to define “symmetric contact” conditions for the con-
tacting surface pair. Symmetric contact involves defining each sur-
face of the contacting surface pair as both the contact surface and
target surface, a double definition that can slow run times but will
avoid the problem mentioned above.

4 Results

4.1 Without Crowning. Table 3 sets out the maximum mag-
nitudes of the normalized contact and hoop stresses �̄c

max and �̄h
max

computed on our global and submodel sequences of grids �from
nodal values�. These values enable convergence to be checked. On
the last three grids �SF, SSC, SSM�, �̄h

max is converging in the
sense of �11� for both friction cases, �=0.2 and 0.4. On these
same grids, �̄c

max is also converging for �=0.4, but not in compli-
ance with �11� for �=0.2. However, on the grid sequence SC, SF,
SSM, �̄c

max for �=0.2 is converging. Because if anything, this
latter sequence represents a more stringent convergence check
�with element extents being quartered instead of just halved�, we
judge �̄c

max for �=0.2 to be converging as well.
Given that stresses are converging, we can estimate the discreti-

zation error êd using �14� to see if stresses have converged suffi-
ciently. For �̄c

max, this yields

êd = 2.1 % and 0.7% �16�

for �=0.2 and 0.4, respectively. These errors need to be taken in
conjunction with boundary condition errors from both submodels.
Using �14�, errors from the latter source are: for the first sub-
model,

êbc = − 1.9 % and − 0.3% �17�

for �=0.2 and 0.4, respectively, and for the second submodel,

êbc = 1.7 % and 1.5% �18�

for �=0.2 and 0.4, respectively. The total combined error estimate
ê is then the signed arithmetic sum of these contributions, that is

ê = êd + 	 êbc �19�

For �̄c
max, this yields

ê = 1.9% �20�

for both �=0.2 and 0.4. This error estimate represents a good
level of accuracy �5% � and meets our accuracy objective.

Proceeding similarly for �̄h
max yields �from Table 3�

êd = 0.2 % and 0.7% �21�

for �=0.2 and 0.4, respectively. Using �14� then to estimate
boundary condition errors for both submodels and combining with
êd of �21� via �19� yields

ê = − 0.1 % and 0.8% �22�

for �=0.2 and 0.4, respectively. These error estimates represent
an excellent level of accuracy �1% � and again meet our accu-
racy objective.

Both �̄c
max and �̄h

max of Table 3 are converging on the first sub-
model sequence of grids �though barely so for �̄h

max�. However,
corresponding discretization errors are large, being about 10% for
�̄c

max and 15% for �̄h
max. This prevents meeting our overall error

level of less than 5% and necessitates the second submodel here.
The converged contact and hoop stresses in Table 3 are in ac-

cord with expected trends. The contact stresses are expected to
decrease with increasing friction because the frictional shear trac-
tions balance more of the applied load under this scenario: in
Table 3, �̄c

max decreases by 11% as �=0.2→�=0.4. The hoop
stresses are expected to be comparable to the contact stresses and
probably increase with increasing friction �cf. �1��: in Table 3,
�̄h

max is 90% of �̄c
max when �=0.2 and increases by 5% as �

=0.2→�=0.4.
Focusing on the contact stress, Fig. 8 presents normalized con-

tact stresses �̄c along three radial rays ri�i=1,2 ,3� within the
contact zone for �=0. On r1 �Fig. 8�b��, there is good agreement
between plane strain analysis and three-dimensional �3D� analy-
sis. The difference in the maximum stresses is 7%, while the av-
erage difference in stresses is less than 4%. Here, then, a two-
dimensional �2D� analysis is certainly appropriate.

On r2 �Fig. 8�c��, there is qualitative agreement between plane
strain analysis with simulated shear transfer and 3D analysis �the
former analysis is only applicable for �=0, hence the results in
Fig. 8 are for �=0�. However, quantitatively there are significant
differences. These are most pronounced for the maximum stresses
which have a 30% discrepancy. Here, then, a 2D analysis is really
not sufficiently accurate.

On r3 �Fig. 8�d��, some essentially three-dimensional aspects of
the contact stress distribution make their presence felt. The peak
�̄c along this ray is significantly higher than along either of the
other rays �r1 ,r2�. To quantify this increase, we define

� = KT
3D/KT

2D �23�

where KT= �̄c
max / �̄c

averageis the stress concentration factor for the
contact stresses, and the superscripts distinguish plane strain
analysis �on r1� from 3D �on r3�. From �11� and the present study
we then have

� = 2.14 and 2.46 �24�

for �=0 and 0.2, respectively. Clearly marked stress increases
occur because of these three-dimensional effects.

Some support for the degree of 3D stress increase evident in
�24� is available from the analysis of a flat, smooth, rigid punch
with rectangular planform pressed into an elastic half-space. This
problem is singular. If the coordinate system shown in Fig. 6 is
rotated clockwise through 180 deg about the z-axis, then placed
with origin in the corner at C, the following singular stresses can
be identified. As the edge at x � 0 is approached away from the
corner,

Table 3 Convergence of normalized peak stresses without
crowning

�̄c
max −�̄h

max

Grid �=0.2 �=0.4 �=0.2 �=0.4

C 12.6 11.6 7.6 7.5
M 21.9 16.3 13.8 13.2
F 26.2 23.5 18.6 18.1

SC 32.5 27.8 27.7 28.2
SM 41.1 35.9 36.2 36.4
SF 45.1 40.3 42.7 43.0

SSC 45.8 41.4 42.3 44.2
SSM 46.8 41.7 42.2 43.9
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�c = O�1/�x� as x → 0�y � 0� �25�

This singular character is effectively identified in Sadowsky �18�
and Aksentian �19�. As the corner at x=y=0 is approached,

�c = O
 �x2 + y2�0.15

�xy
� as x,y → 0 �26�

This last singular character is identified in Morrison and Lewis
�20�. Making the changes of variable x=r cos � ,y=r sin �, reveals
that it is stronger than at the edges, being O�r−0.7� instead of
O�r−0.5�. Thus, the singular character in this problem is in accord
with higher stresses in the corner ���1�. Furthermore, integrating
these singular stresses over intervals near the edge so that the
average stress in the interval mirrors the KT

2D found in �11�, then
comparing with the corresponding KT

3D for an average in the cor-
ner, leads to1

� = 2.54 �27�

This is somewhat higher than the � in �24� because our contact
region is not quite rectangular, though it is nearly so �the corner is
rounded so that it moves in 2% of the radial distance to a sharp
corner�.

4.2 With Crowning. Table 4 sets out the maximum magni-
tudes of �̄c

max and �̄h
max computed on just our global sequence of

grids. These values are for the baseline crown height �o
=120 �m. They show that both stresses are converging in the
sense of �11� for both values of �, though �̄h

max for �=0.4 barely
so.

Given stresses are converging, we can estimate êd using �14� to
see if they have converged sufficiently. For �̄c

max, this yields

êd = 1.8 % and 4.8% �28�

for �=0.2 and 0.4, respectively. These estimates represent good
levels of accuracy. For �̄h

max, this yields

êd = 6.6 % and 17.0% �29�

1The stresses used to do this averaging are taken from Brothers �21� and inte-
grated with a numerical quadrature scheme that recognizes the singularities of �25�
and �26�.

Fig. 8 Contact stress results: „a… blade segment with lines along which stresses are taken, „b… comparison of plane
strain and 3D stresses, „c… comparison of plane strain with simulated shear transfer and 3D stresses, and „d… 3D
“corner” effect on stresses „�=0…

Table 4 Convergence of normalized peak stresses with
crowning „�=�0…

�̄c
max −�̄h

max

Grid �=0.2 �=0.4 �=0.2 �=0.4

C 24.8 23.2 18.4 19.7
M 26.7 25.7 24.1 24.9
F 27.2 27.0 25.8 30.0
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for �=0.2 and 0.4, respectively. These estimates represent one
satisfactory result and one unsatisfactory result. A submodel could
be employed to try and improve the errors in �̄h

max. This would
entail a different sequence of grids to that used in our submodel-
ing without crowning because peak stresses now occur in the cen-
ter of contact rather than at the edge. Here, since we can only infer
the effects of crowning for this test configuration anyway �recall
the earlier discussion regarding pinching�, we simply use the good
results for �̄c

max to this end.
The �̄c

max in Table 4 represent reductions of 42% and 35% over
corresponding values in Table 3 for �=0.2 and 0.4, respectively.
These are comparable reductions to those reported in �9� �see
Table 1, wherein �̄c

max is reduced by 64% for �o and �=0.4�. The
reductions for the full 3D treatment are increased over the 2D
analysis in �9� because of the �-factor. However, they are also
reduced because the area of contact sees a greater reduction with
crowning in 3D analysis than in 2D. With a different crowning
profile than the simple one of �8�, these contact area reductions in
going from 2D to 3D analysis could themselves be reduced,
thereby resulting in a greater alleviation of 3D contact stresses
with crowning. Such different crowning profiles merit further
analysis.

Continuing to focus on the contact stress, Fig. 9 presents �̄c
along r3 within the contact region for both �=0.2 and 0.4. For
both values of �, these three-dimensional stresses show a very
similar redistribution with crowning to that found earlier in �9� for
two-dimensional stresses �Fig. 3�. Varying the crown height as in
�10� shows comparable reductions in �̄c

max can be achieved. In
particular, for �=0 and �=4�o /5, the peak remains central, while
for �=0.4 and �=6�o /5, the contact still spreads over half of the
available region.

5 Concluding Remarks
When friction is present in the three-dimensional analysis of

dovetail attachments, converged stresses can be expected to be
more challenging to obtain. Here, this challenge is met with two
successive submodels that result in overall error estimates that are
less than 2%. In particular, the critical, peak, hoop stress needed to
track pinching effects is determined to within 1% using this ap-
proach. Thus submodeling, or if need be successive submodeling,
looks to be an effective means of analyzing the three-dimensional
contact stresses in dovetail attachments.

There is a plane in which two-dimensional plane-strain analysis
suffices �r1 of Fig. 8�. However, for other planes there are no
really appropriate two-dimensional approaches and three-
dimensional analysis is required. Moreover, the truly three-
dimensional stresses so computed can be significantly higher

��2� � than peak plane-strain stresses. It follows that three-
dimensional analysis is required if one is to obtain a full appre-
ciation of the contact stresses in dovetail attachments.

When crowning is added, the maximum contact stress is re-
duced by more than one-third for the three-dimensional test con-
figuration treated here. This sort of reduction can be expected to
lead to significant drops in the hoop stress fluctuations accompa-
nying unloading in actual dovetail attachments. Thus, this three-
dimensional study confirms the promise of alleviation of fatigue
failures in dovetail attachments reported in the earlier two-
dimensional study �9�.
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Unsteady Transition Phenomena
at a Compressor Blade Leading
Edge
Wake-induced laminar-turbulent transition is studied at the leading edge of a C4-section
compressor stator blade in a 1.5-stage axial compressor. Surface hot-film sensor obser-
vations are interpreted with the aid of numerical solutions from UNSFLO, a quasi-three-
dimensional viscous-inviscid flow solver. The passage of a rotor wake, with its associated
negative jet, over the stator leading edge is observed to have a destabilizing effect on the
suction surface boundary layer. This leads to transition closer to the stator leading edge
than would have occurred under steady flow conditions. The strength of this phenomenon
is influenced by the rotor-stator axial gap and the variability of individual rotor wake
disturbances. A variety of transition phenomena is observed near the leading edge in the
wake path. Wave packets characteristic of Tollmien-Schlichting waves are observed to
amplify and break down into turbulent spots. Disturbances characteristic of the streaky
structures occurring in bypass transition are also seen. Examination of suction surface
disturbance and wake-induced transitional strip trajectories points to the leading edge as
the principal receptivity site for suction surface transition phenomena at design loading
conditions. This contrasts markedly with the pressure surface behavior, where transition
at design conditions occurs remotely from leading-edge flow perturbations associated
with wake chopping. Here, the local receptivity of the boundary layer to the wake passing
disturbance and turbulent wake fluid discharging onto the blade surface may be of
greater importance. �DOI: 10.1115/1.2751148�

Introduction
The unsteady flow resulting from interactions between adjacent

blade rows in axial turbomachinery is well known to influence the
boundary layer development on blade surfaces. The unsteady flow
experienced by a blade element in an embedded stage is domi-
nated by the relative motion of the upstream blade row. The peri-
odic passage of upstream wakes over a blade surface often results
in a flow phenomenon known as “wake-induced” transition as
described in Mayle �1�, Walker �2�, and Halstead et al. �3–5�.
Transition occurring between these wake-induced events can often
occur by other modes. The resulting multimoded transition was
observed in studies of both compressor and turbine blade bound-
ary layers by Halstead et al. �3–5�.

The high levels of turbulence within wakes shed from upstream
blade rows led some researchers to conclude that wake-induced
transition would inevitably be of the bypass type, i.e., that turbu-
lent spots would be directly produced in the boundary layer
through local interactions with freestream turbulence �1�. Assum-
ing that wake-induced transition occurs in this way, the onset of
transition would be expected to correlate with the wake passing
trajectory. However, some researchers observed a time lag be-
tween the wake trajectory and the onset of transition. Solomon et
al. �6� used a quasi-steady method to predict the unsteady onset of
transition on a compressor blade surface. The prediction was di-
rectly compared to experimental results obtained from hot-film
sensors. Significantly better agreement was found if the predicted
onset boundary was based on a disturbance speed of 0.7U. They
proposed that the transition process must involve disturbances
traveling more slowly than the freestream.

Hughes and Walker �7� later developed a wavelet analysis tech-

nique for detecting instability waves in measurements from hot-
film sensors. Results from this analysis showed significant
Tollmien-Schlichting �T-S� wave packet activity prior to transi-
tion. The dominant wave frequencies were compared to linear
stability predictions for the unstable T-S wave frequency having
the greatest amplification rate �8�. Reasonable agreement was
found, considering that pressure gradient alters the frequency
range of disturbances receiving amplification and that maximum
amplification ratio is a more appropriate parameter. This provided
strong evidence for instability processes retaining a significant
role in wake-induced transition on compressor blades. Hughes and
Walker �7� varied the freestream turbulence level experienced by a
blade element by clocking the upstream inlet guide vane �IGV�
blade wakes with respect to the stator blade row and observed
wave packet activity in both low- and high-turbulence cases.

The effect of turbulence on transition on a flat plate boundary
layer under zero pressure gradient was studied by Boiko et al. �9�.
They found that the artificially introduced T-S waves not only
received amplification but were also involved in nonlinear pro-
cesses that lead to the formation of turbulent spots.

Many recent studies of flows with high freestream turbulence
have shown that bypass transition involves elongated streaky
structures that produce alternating regions of low and high veloc-
ity in the spanwise direction �10,11�. These structures are thought
to result from freestream turbulence interacting with the boundary
layer during a receptivity stage. Once initiated the structures grow
in size with the boundary layer. Their propagation velocity is typi-
cally 0.7U, which is characteristically different from T-S wave
velocity of between 0.4U and 0.5U. Several different modes of
instability have been associated with these streaky structures.
Present research suggests that the mode responsible for break-
down to turbulence depends largely on flow conditions �10,11�.
There is also suggestion that streaky structures may interact with
T-S waves resulting in new disturbances �12�, or may be accom-
panied by three-dimensional T-S wave packets �13�.

The flow at the leading edge of turbomachinery blades has been
found to substantially influence both freestream turbulence and
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boundary layer development. Hobson et al. �14� observed signifi-
cant amplification of free-stream turbulence at the leading edge of
blades in a two-dimensional compressor cascade. Soranna et al.
�15� used particle image velocimetry �PIV� to study an IGV wake
as it impinged on a rotor blade leading edge. They found that
nonuniform strain rates caused by the rapid distortion of the wake
resulted in an anisotropic variation of turbulence properties. They
also found that compressive strain along the stagnation streamline
enhanced the production of turbulence. Kendall �16� found that
leading-edge geometry influenced the development of T-S waves
in both terms of frequency and amplitude.

The present study investigates the unsteady transitional flow
around a C4 stator blade leading edge. The negative jet effect
within the passing wakes of an upstream rotor causes periodic
fluctuations in incidence with associated perturbations in the sur-
face pressure distribution. Numerical simulations predict the pass-
ing wakes have a destabilizing effect on the suction surface
boundary layer. This is supported by comparison with surface hot-
film measurements that show the development of instability wave
packets.

A variety of transition phenomena at the stator leading edge are
observed, depending on the characteristics of incident wake dis-
turbances. The paper will examine their relative frequency and
occurrence, and the manner in which they are influenced by axial
blade row spacing, compressor loading, and random variations in
the amplitude of blade wake disturbances.

Experimental Detail

Research Compressor. The experimental measurements pre-
sented in this study were made in the low-speed research com-
pressor at the University of Tasmania �UTAS�. The facility com-
prises of a 1.5-stage axial compressor embedded in an open-loop
wind tunnel. Air enters radially through a cylindrical inlet
2.13 m dia and 0.61 m wide. The flow passes through a 6.25:1
contraction, where it is turned through 90 deg to the axial direc-
tion. The compressor has three blade rows: inlet guide vanes
�IGVs�, rotor, and stator, as shown in Figs. 1 and 2. Both IGV and
stator blade rows have 38 blades, and the rotor has 37 blades,
giving space/chord ratios at midspan of 0.99 and 1.02, respec-
tively. The blades are of British C4 section with a constant chord
length of 76.2 mm and an aspect ratio of 3.0. The blade profiles
were stacked about a radial axis to achieve free-vortex flow and
50% reaction at midspan position at design flow conditions. The
test section annulus is constant in area with hub and casing diam-
eters of 0.69 m and 1.14 m, respectively. Following the test sec-
tion, the flow passes through a long annular diffuser before dis-
charging through a cylindrical throttle at exit. The throttle opening
can be automatically adjusted to achieve the desired flow coeffi-

cient. The rotor is directly driven by a 30 kW motor. The speed is
controlled by an analog feedback loop with a computer-controlled
reference voltage. The variation at a fixed setting is generally less
than �0.2 rpm. The speed was varied in response to changing
atmospheric conditions to maintain constant Reynolds number op-
eration during testing.

Instruments are inserted into the test section through an axial
slot in the casing wall. A probe traversing rig allows accurate
positioning in axial and radial directions. The IGV and stator
blade rows are held in movable rings that allow circumferential
traversing �clocking� over two blade pitches via stepper drives.
The relative circumferential position of the stationary blade rows
is measured by the displacement a shown in Fig. 2. The arrange-
ment also permits relative circumferential traverses of the IGV
and stator blade rows to be conducted with circumferentially fixed
probes.

Scope of Investigation. Data were obtained for three compres-
sor loadings: high, medium, and low load cases as detailed in
Table 1. These load cases, used in previous investigations by
Walker and co-workers �17–19�, correspond to near stall, design,
and maximum flow, respectively. All measurements were per-
formed at midspan position using a constant reference Reynolds
number �Reref=120,000�, which corresponds to a typical rotor
speed of 500 rpm. The stator inlet Reynolds number �Re1� for
each load case varies with the flow coefficient as shown in Table
1. The test Reynolds numbers are low by comparison to modern
controlled diffusion compressor airfoils; but they are, neverthe-
less, above the critical Reynolds number for C4 blades, due to the
characteristically different pressure distributions, which give a
roughly linear deceleration over almost the whole suction surface
at design conditions.

The surface velocity distributions for the three load cases from
Walker et al. �18� are shown in Fig. 3. The measurements were
made using two stator blades instrumented with static pressure
tappings. Both high and medium load cases show a rapid accel-
eration to peak suction within s*=0.05 from the leading edge.
This is followed by a nearly linear deceleration over the remaining
surface. At low loading, the velocity distribution has a more
gradual acceleration to peak suction at s*=0.3. The slight discon-
tinuity at s*=0.7 indicates the presence of a separation bubble.
Further description of these distributions is provided in publica-

Fig. 1 University of Tasmania research compressor facility

Fig. 2 Cross section of the research compressor showing the
midpassage blade row configuration with typical instantaneous
wake dispersion pattern

Table 1 Stator operating conditions at midblade height

Loading
�

�Va /Umb�
i

�deg� Re1

Tus
�%�

TuDs
�%�

High 0.600 4.1 110000 3.15 5.39
Medium 0.675 1.2 117000 2.27 3.75
Low 0.840 −6.1 130000 2.03 3.07
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tions by Walker et al. �17,18�.
The turbulence field experienced by the stator blade row was

varied by clocking the IGV and stator blade rows. Aligning the
IGV wake centers on the stator stagnation streamline �a /S=0.0�
resulted in a turbulence intensity between rotor wakes of
�2.0–3.0 % and aligning the wakes in the stator passage �a /S
=0.5� gave �0.5–1.5 %.

Measurement Techniques. One stator blade was instrumented
with an array of 61 surface mounted hot-film sensors at midspan
used in previous studies �18,19�. The hot-film sensors were con-
trolled using TSI-IFA100 constant temperature anemometers. The
frequency response of the system was estimated to be better than
30 kHz. All signals were low pass filtered at 20 kHz and sampled
at 50 kHz to avoid aliasing. Data acquisition was triggered once
per revolution by a precision optical encoder connected to the
rotor shaft. At each measurement station a total of five channels
were simultaneously acquired 512 times, with each record con-
taining 1024 sample points. Each record spans approximately six
rotor passing periods.

Measurements from hot-film sensors were processed to yield
quasi-wall shear stress, which is known to be approximately pro-
portional to the wall shear stress, as expressed by

�q = �E2 − Eo
2

Eo
2 �3

� �w �1�

This technique was developed by Hodson et al. �20� and has since
been used in numerous studies �4,5,7,18,19�.

Solomon �21� developed an automated method of interpreting
quasi-wall shear stress measurements to identify regions of turbu-
lent, laminar, or relaxing flow. This method was based on inter-
mittency detection using probability density functions and a peak
valley counting algorithm. Individual records were then averaged
to yield the temporal variation of ensemble-averaged intermit-
tency ���	�. Walker et al. �18� presented results showing both
ensemble-averaged quasi-wall shear stress and ensemble-averaged
intermittency, finding the latter a more useful description of the
state of the boundary layer.

Unsteady Flow Simulation
The UNSFLO suite of programs developed by Giles and Haimes

�22� was designed for studying unsteady flow interactions be-
tween adjacent blade rows in compressors and turbines. The flow
solver was based on a hybrid approach, solving the thin layer
Navier-Stokes equations on an O-mesh around each blade element
and the inviscid Euler equations over the remaining flow. This
approach neglects the effect of viscous dissipation of wakes con-

vected by the freestream flow. However, Giles and Haimes �22�
argue this is compensated to some extent by artificial dissipation
in the numerical scheme. The uncertainty associated with dissipa-
tion of wakes was not considered to be critical in this study since
the simulated wake properties were carefully modeled at the com-
pressor leading edge and the study was primarily concerned with
the flow development close to the leading edge.

Model Description. In the present study, UNSFLO was used to
model the unsteady flow through a single outlet stator blade row
in the UTAS research compressor. The model inlet was located
50%c axially upstream from the blade leading edge, and the out-
let was located 50%c axially downstream from the trailing edge.
The structured mesh surrounding the O-mesh contained approxi-
mately 300�80 quadrilateral elements in the respective axial and
circumferential directions. The O-mesh contained 344 elements
around the blade surface with 20 elements in the normal direction.
Turbulent closure was achieved using the algebraic turbulence
model of Cebeci and Smith �23�. The specified locations for tran-
sition onset and length were estimated from steady flow solutions
using the viscous-inviscid MISES code developed by Drela and
Giles �24�. Transition occurred well downstream of the leading
edge and was not considered to significantly influence the un-
steady laminar flow development in the region of interest around
the leading edge.

The incoming rotor wakes were modeled by prescribing a mov-
ing velocity defect at the model inlet plane. The wake model
parameters were carefully selected to give equal wake width and
velocity defect in the plane of the stator leading edge to values
predicted using a steady flow model over the same distance: This
avoided errors that could be introduced by an unknown level of
numerical diffusion acting on the wake as it convected between
the model inlet and the stator blade row. This simple approach
does not account for viscous wake stretching effects, which may
arise due to blade circulation effects in the blade-blade plane,
radial variations of whirl velocity, and modification of mixing
processes by interaction with wakes from upstream blade rows.
However, the model should give a rough approximation of an
ensemble-averaged perturbation seen by the stator leading edge
corresponding to the low turbulence clocking case with the IGV
wake streets aligned in the stator passage �a /S=0.5�.

The wake model was based on the experimental data and cor-
relation given by Schlichting �25� as

�u

U

 0.98�Cdd

x
�1/2�1 − � y

b
�3/2�2

�2�

where �u=U−u is the wake velocity defect at a distance y normal
to the wake centerline and x downstream from the wake source.
The half width of the wake is given by b
0.567Cdxd. The drag
coefficient Cd was estimated using a two-dimensional loss predic-
tion using blade chord as the reference length �d=c�. Schlichting
�25� notes Eq. �2� has good agreement with experimental data for
x�50Cdd. Fortunately, the relatively large axial spacing between
rotor and stator blade rows resulted in rotor wakes traveling a
distance of x=64Cdd before reaching the stator leading edge. The
wake angle in the rotor relative frame was determined from time-
averaged flow angle measurements using a three-hole probe. The
wake profile given by Eq. �2� was found to agree well with nu-
merically simulated wakes in a recent study by Wu et al. �26�. The
resulting absolute velocity fluctuations are consistent with experi-
mental observations of rotor wake disturbances in the UTAS re-
search compressor reported by Boxhall �27�.

The compressor blade configuration used in this investigation
had a rotor-stator axial space of 106%c, which is relatively large
compared to modern gas turbine engines. Gorrell et al. �28� stud-
ied the performance of a transonic compressor for three different
axial spacings: close �10%c�, mid �26%c�, and far �55%c�. Gor-
rell et al. �28� reported the mid spacings and far spacings were

Fig. 3 Measured stator blade surface velocity distributions
„from †18‡…
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representative of current design practice. Lower spacings are de-
sirable to reduce weight and may improve efficiency; however,
reducing spacing too much leads to increased noise and vibration.

The large axial spacing used in the current investigation had the
advantage of allowing detailed measurement of unsteady flow
phenomena such as IGV-rotor wake-wake interactions. It also ef-
fectively decoupled the rotor-stator pressure fields. As a result, the
unsteady flow experienced by stator blades was essentially domi-
nated by convective disturbances from the upstream rotor wakes
rather than pressure field effects. This simplifies the analysis and
validation of the numerical model. The numerical predictions will
later be applied to investigate the likely unsteady flow behavior at
more practical values of axial blade row spacing.

Figure 4 shows the instantaneous UNSFLO solution around the
stator leading edge at medium compressor load ��=0.675� for
four different phases of the rotor wake passage. Figure 4 may be
interpreted to provide useful information about the unsteady flow
behavior. The stator blade is oriented so that the suction surface is
the lower surface and the direction of the freestream flow is from
top left to bottom right. The vectors show the instantaneous de-
viation of unsteady flow velocity from the time-mean flow. The
rotor wake is clearly indicated by both elevated levels of entropy
and the unsteady velocity vectors. An observer moving with the
freestream sees a reverse flow within a wake region that is com-
monly referred to as a “negative jet” �see, for example, �29,30��.
The negative jet associated with the rotor wake causes a relative
convection of fluid toward the stator pressure surface and away
from the stator suction surface.

At t*=0.50, the rotor wake center is �10%c upstream of the
stator leading edge and starts to exhibit distortion from the up-
stream potential flow field of the blade. At t*=0.60, the local flow
deceleration along the stagnation streamline is clearly evident.
The leading edge is completely immersed in the wake and the

stator experiences a local increase in incidence that is largely con-
fined to the first 5%c. Fluid entrainment by the negative jet de-
creases the suction surface velocity immediately prior to the wake
arrival. Conversely, the discharge of the rotor wake jet onto the
pressure surface causes an increase in velocity prior to the wake
arrival. At t*=0.70, the rotor wake is �10%c downstream of the
stator leading edge. The perturbations at the leading edge are now
minimal. The rotor wake has convected further on the suction
surface due to the effects of the stator blade circulation. The nega-
tive jet causes a reduction in velocity after the wake passage on
the pressure surface and an increase in velocity on the suction
surface, as shown at t*=0.80. The streamwise extent of contact
between the rotor wake fluid and the stator blade is clearly in-
creasing on the pressure surface and decreasing on the suction
surface. These phenomena were reported in numerical studies of
flow through a compressor stage by Ho and Lakshminarayana
�29�. Similar behavior has been observed in turbine cascades, ex-
cept that the direction of the wake jet is reversed �e.g., �30��.
These results show that the wake jet effect causes unsteady flow
perturbations on both blade surfaces and entrainment of fluid by
the jet causes large-scale vortical flows throughout the blade pas-
sage.

Predicted Leading-Edge Boundary Layer Behavior. The UN-

SFLO solutions were also analyzed to provide information about
the temporal variation in boundary layer properties near the stator
leading edge. The right-hand side of Fig. 5 shows the temporal
variation in dimensionless skin friction factor �Cf /Cf� at several
stations around the leading edge. Here, Cf represents a time aver-
age over the rotor blade passing period. The fluctuations correlate
well with the center of the rotor wake s*� t* trajectory as indi-
cated by the finely dashed line. The fluctuations are also consistent
with the qualitative descriptions made in the previous section. The

Fig. 4 Unsteady flow field around stator leading edge „UNSFLO…. Vectors indicate perturbation
from local time-mean velocity. Gray shading indicates fluid entropy relative to the maximum
level at the wake center.
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left-hand side of Fig. 5 shows experimental hot-film measure-
ments made at similar surface positions to the UNSFLO results. The
hot-film measurements have been expressed in terms of dimen-
sionless ensemble-averaged quasi-wall shear stress ���q	 /�q�; this
nondimensionalization reduces uncertainty from the approxima-
tions inherent in Eq. �1�. The shear stress perturbations observed
in both the experimental and UNSFLO results agree well in terms of
shape and character for the region of laminar flow close to the
leading edge �s*	0.1�. The agreement starts to deteriorate at s*

=0.118 on the suction surface, where the effects of diffusion from
wake-induced turbulence are starting to become evident in the
experimental data. Excluding the record at s*=−0.01, which is
very close to the time-mean stagnation point location, it is seen
that the wake-induced shear stress fluctuations are of opposite
phase on the suction and pressure surfaces: There is a decrease in
wall shear stress along the wake path on the suction surface and a
corresponding increase on the pressure surface near the leading
edge.

Figure 6 shows computed values of momentum thickness Rey-
nolds number Re
 and shape factor H=�* /
 at several positions
near the blade leading edge. On the suction surface, the flow per-
turbation caused by the passing wakes causes simultaneous in-
creases in both Re
 and H. This indicates that the boundary layer
will be periodically destabilized by the passing wakes as increases
in Re
 and H are both individually destabilizing. Although this

effect may not be sufficiently strong to cause local transition, the
unsteady flow perturbation will provide suitable conditions for the
earlier appearance and enhanced growth of T-S–type wave packets
similar to those observed in the unsteady flow flat plate experi-
ments of Obremski and Fejer �31� and the compressor blade stud-
ies of Hughes and Walker �7�.

The resultant temporal variation of the neutral stability bound-
ary on the stator suction surface, as predicted from the computed
fluctuations in Re
 and H on a quasi-steady assumption is shown
on a dimensionless time-space �t*�s*� plot in Fig. 7. For the
medium load case, the fluctuation in position of the neutral stabil-
ity boundary during the rotor wake passage is predicted to be
about 6%s*. The results are consistent with observations of wave
packet occurrence frequency from the earlier measurements of
Hughes and Walker �7� that are reproduced in Fig. 7. The subse-
quent development of ensemble-averaged turbulent intermittency
���	� is indicated by shaded contours.

On the pressure surface, the boundary layer shape factor and
momentum thickness Reynolds number are both predicted to de-
crease during the rotor wake passage. This effect will be stabiliz-
ing, however the magnitude of the boundary layer fluctuations on
the pressure surface are much less than on the suction surface, and
the resulting fluctuations in the neutral stability boundary are less
significant.

Fig. 5 Left: Temporal variation in dimensionless ensemble-averaged quasi-wall shear stress
„Š�q‹ /�q…. Right: Temporal variation in dimensionless skin friction factor „Cf /Cf…, medium load
case „�=0.675….
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Predicted Effect of Varying Rotor-Stator Axial Spacing. Fig-
ure 8 compares the predicted temporal variation in dimensionless
skin friction factor for axial spacings of 106%c and 41%c. These
are respectively the large axial gap �LAG� and short axial gap
�SAG� cases reported by Hughes �32�. The SAG case is more
typical of blade row spacing in a practical machine. This decrease
in axial gap increases the relative velocity defect of the rotor wake
at the stator leading edge from �u /U=0.13 to �u /U=0.21. The
change in amplitude of shear stress fluctuations near the stator
leading edge in response to the rotor wake passing is compara-
tively small. The hot-film observations presented in Fig. 9 show
the variability of individual wake signatures resulting from ran-
dom turbulent fluctuations within the wakes to be relatively much
greater. In the high freestream turbulence data presented in Fig.
10, the fluctuations in shear stress produced by freestream turbu-
lence are seen to approach the magnitude of those resulting from
rotor wake disturbances. The fact that the freestream turbulence is
less effective in promoting transition than the wake disturbances is
suggestive of a receptivity issue related to turbulence scale.

Transitional Flow Behavior
Further information about the flow development around the

leading edge is provided by inspection of individual hot-film
traces. A collection of typical hot-film traces for the three loading

cases at the low turbulence clocking position �a /S=0.5� is shown
in Fig. 9. This corresponds to the IGV wake street passing through
the stator passage, so that the stator blades are subjected to rela-
tively pure rotor wake disturbances with intervening regions of
low turbulence flow. The traces have been individually scaled to
allow disturbance signatures to be followed along the blade sur-
face. The numbering enclosed in brackets on the right-hand side
indicates the data set number at each hot-film sensor location.
Traces that share equal numbering were acquired simultaneously.
This is particularly useful in following the evolution of distur-
bances along the surface. Particle trajectories at speeds of 1.0U,
0.7U, and 0.5U have been overlaid for reference. In all load cases,
the traces show considerable variability in both the amplitude and
nature of wake-induced flow events.

The suction surface traces at medium and high loading show
typical T-S wave packets as shown by event “A1.” These types of
wave packets are similar to those observed by Hughes and Walker
�7� and in other studies �31,33�. The convection speed of around
0.5U provides further confirmation that these are essentially T-S
instability wave phenomena.

The T-S wave packets appear near the leading edge at instants
coinciding with a local decrease in shear stress imposed by the
wake jet interaction. Recent numerical studies by Zaki and Durbin
�34� have shown that inviscid �Kelvin-Helmholtz� instabilities are
responsible for the final turbulent breakdown stage of bypass tran-
sition. However, these instability waves occur near the outer edge
of the boundary layer and have a characteristically higher convec-
tion velocity: Zaki and Durbin �34� suggest a speed of about 2

3U
for this secondary instability.

It is not clear if wave packets exist at the film sensor location of
s*=0.022, since their frequency would likely exceed the cutoff
frequency of the low-pass filtering; however, the strong accelera-
tion around the leading edge �s*	0.05� would be expected to
stabilize the boundary layer in this region. Transition resulting
from this type of event only occurs after a relatively short period
of wave amplification. The particular wave packet, indicated by
A1 in Fig. 9, eventually breaks down into a turbulent spot at s*

=0.44. Similar behavior in the case of a more turbulent
freestream, when the stator blade is immersed in the IGV wake
street �a /S=0.0�, is exhibited by event A2 in Fig. 10.

In the high load case, the traces show much greater periodicity
in wake-induced transition. Breakdown occurs much more rapidly
owing to the stronger adverse pressure gradient experienced by
the flow.

Significantly different behavior is exhibited by events B1 and
B2 shown in Fig. 9 for the medium and low load cases, respec-
tively. Here, the significant increase in shear stress characteristic
of a turbulent spot appears quite quickly, with relatively little prior
wave packet signature. The convection speed of these events is
close to 0.7U. Although characteristic of a turbulent spot, this
propagation velocity is also consistent with the “turbulent puff”
events and the inviscid secondary instabilities in bypass transition
reported by Zaki and Durbin �34�. These are packets of stream-
wise vortices �Klebanoff modes� induced principally by transverse
and normal freestream velocity fluctuations. Boundary layer dis-
turbances of this type were reported by Westin et al. �35� in re-
sponse to isolated vortical disturbances introduced just upstream
of a leading edge. A comprehensive description of instability phe-
nomena and receptivity issues can be found in Boiko et al. �13�. It
is possible for various types of instability to occur simultaneously
and undergo complex interactions.

Event C, observed on the stator suction surface at low load,
appears similar to event B1, in that it also convects with a speed
of about 0.7U. However, rapid transition does not occur, and the
disturbance appears to be damped by the accelerating flow situa-
tion.

Regardless of the type of event preceding transition, it is clear
from both the individual film records of Figs. 9 and 10 and the
ensemble-averaged intermittency plots of Fig. 7 that turbulent

Fig. 6 Temporal variation in momentum thickness Reynolds
number and shape factor from UNSFLO computations, medium
load case „�=0.675…
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breakdown on the stator suction surface significantly lags the rotor
wake passage in the freestream. Hence, the simplistic engineering
model of bypass transition occurring almost instantaneously in
response to disturbances from a turbulent freestream cannot pos-
sibly apply. The process of boundary layer transition requires fi-
nite intervals of time and distance for its completion. It com-
mences with a region of receptivity to external disturbances that is
followed by internal amplification and the appearance of second-
ary instabilities leading eventually to the high-frequency fluctua-
tion characteristic of a turbulent spot. As seen from Fig. 7, the
wake-induced turbulent strips on the stator suction surface gener-
ally lie between particle trajectories of 0.5U and 0.7U originating
at the stator leading edge. This strongly suggests that the region
close to the leading edge is the most significant receptivity site in
this case.

Factors contributing to the importance of the leading edge re-
gion as the most significant receptivity site on the suction surface
of a compressor blade are as follows:

�a� negative jet effect, which transports turbulent wake fluid
from the adjacent upstream blade row away from the sur-
face

�b� destabilizing effect of the upstream blade wake convect-
ing over the blade leading edge

�c� decelerating mean flow �for higher loading conditions�,
which will promote disturbance amplification within the
boundary layer

The flow behavior on the stator pressure surface is characteris-
tically different from the suction surface. Here, the negative jet

Fig. 7 Stator surface ensemble-averaged intermittency Š�‹ „shaded contours… and probability of instability wave occurrence
„line contours… with superimposed particle trajectories at different proportions of local freestream velocity „adapted from †7‡…
and added neutral stability boundary predicted by the present study
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causes a discharge of rotor wake fluid onto the blade surface.
Perturbations from the wake jet, convecting at about 1.0U, are
clearly evident for the low freestream turbulence case in Fig. 9. At
high and medium load, transition does not generally commence
until around s*=−0.5, probably due to the boundary layer Rey-
nolds number being too low to sustain turbulent flow �Re

180
at s*=−0.5�. However, a couple of isolated turbulent breakdown
events around s*=−0.4 can be seen in these cases. At the low load
condition, the large negative incidence produces sufficient desta-
bilization for transition to occur close to the leading edge in the

wake path. Outside the wake path, the flow separates due to the
high adverse pressure gradient and a turbulent reattachment is
observed to develop around s*=−0.3.

For the high turbulence case �a /S=0.0�, the hot-film traces on
the stator pressure surface are much more confused. They are
generally characterized by the superposition of low-frequency
fluctuations from damped turbulent disturbances in the freestream.
The wake-induced flow features observed in the low turbulence
case are still evident, with the exception of the low loading case
where the freestream turbulence shortens the separation bubble
and causes almost continuous turbulent reattachment around s*=
−0.1.

Wake-induced transition phenomena on turbine blades are
likely to differ from the compressor blade behavior in several
respects. Because of the opposite direction of the wake jet from an
adjacent upstream blade row, the leading-edge perturbations pro-
duced by wake chopping will be stabilizing on the suction surface
and destabilizing on the pressure surface. Turbulent wake fluid
will discharge onto the suction surface, rather than the pressure
surface as in the compressor blade case. The higher blade loadings
in a turbine and the resulting increased distortion �bowing� of the
wake in the blade passage, will cause the turbulent wake fluid to
be in contact with a relatively larger region of the surface on a
turbine blade. The flow will be generally more stable near a tur-
bine blade leading edge due to the acceleration of the bulk flow.
This makes the appearance of turbulent flow arising from leading-
edge unsteadiness less likely; turbulent patches near the leading
edge, if they occur, may be subsequently relaminarized by the
strong flow acceleration. The principal receptivity site on a turbine
blade suction surface is likely to be near the pressure minimum,
which will be remote from leading-edge perturbations. Dovgal
and Kozlov �36� reached this conclusion in respect of transition on
an airfoil suction surface resulting from acoustic excitation.

Conclusions
Wake-induced laminar-turbulent transition has been studied at

the leading edge of a C4-section compressor stator blade in a
1.5-stage axial compressor. Numerical solutions from UNSFLO, a
quasi-three-dimensional viscous-inviscid flow solver, were veri-

Fig. 8 Predicted temporal variation in shape factor for LAG
and SAG cases, medium load case „�=0.675…

Fig. 9 Typical raw quasi-wall shear stress traces, IGV wakes in stator passage „a /S=0.5…
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fied by comparison with surface hot-film observations. These so-
lutions proved a useful aid to interpretation of the complex shear
stress perturbations produced by wake chopping.

The passage of a rotor wake, with its associated negative jet,
over the stator leading edge was observed to have a destabilizing
effect on the suction surface boundary layer. This leads to transi-
tion closer to the stator leading edge than would have occurred
under steady flow conditions. The strength of this phenomenon is
influenced by the rotor-stator axial gap and the variability of in-
dividual rotor wake disturbances.

A variety of transition phenomena were observed near the lead-
ing edge in the wake path. Wave packets characteristic of
Tollmien-Schlichting waves were observed to amplify and break
down into turbulent spots. Disturbances characteristic of the
streaky structures occurring in bypass transition were also seen.
Examination of suction surface disturbance and wake-induced
transitional strip trajectories points to the leading edge as the prin-
cipal receptivity site for suction surface transition phenomena at
design loading conditions. This contrasts markedly with the pres-
sure surface behavior, where transition at design conditions occurs
remote from leading-edge flow perturbations associated with
wake chopping. Here, the local receptivity of the boundary layer
to the wake passing disturbance and turbulent wake fluid discharg-
ing onto the blade surface will likely be of greater importance.

The magnitude of leading-edge flow perturbations associated
with wake chopping should decrease with increasing axial gap
between adjacent blade rows. But this effect should be relatively
minor over the range of axial blade row spacings used in practical
machines. The variability of wake velocity defect due to large-
scale turbulent motion within incident wakes appears of much
greater significance.

Wake chopping is likely to have a much smaller influence on
unsteady wake-induced transition on the suction surface of turbine
blades, due to stabilizing effects of the generally accelerating flow
moving the transition region away from the leading edge. This
suggests that the design procedures so successfully used to im-
prove turbine blade performance through manipulation of un-
steady transition phenomena may not be optimal for compressor
blades.
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Nomenclature
a � circumferential distance of stator blade leading

edge from center of IGV wake street at
midspan

c � blade chord
E � anemometer output voltage

E0 � anemometer output voltage at zero flow
H � boundary layer shape factor � �* /

i � blade incidence

PS � pressure surface
Re � compressor inlet Reynolds number�Va�c /�

Reref � reference Reynolds number�Umb�c /�
Re1 � stator inlet Reynolds number�V1�c /�

s � surface length from leading edge
smax � surface length from leading edge to trailing

edge
s* � dimensionless surface length�s /smax
S � blade pitch

SS � suction surface
t � time

t* � dimensionless time�t /T
T � rotor blade passing period

TuD � total disturbance level
Tu � random disturbance level �turbulence�

u � streamwise velocity
U � local free-stream velocity

Umb � midspan rotor blade speed
Va � mean axial velocity at compressor inlet
V1 � velocity at stator inlet
�* � boundary layer displacement thickness
� � turbulent intermittency
 � kinematic viscosity

Fig. 10 Typical raw quasi-wall shear stress traces, IGV wakes on stator blade row „a /S=0.0…
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� � flow coefficient�Va /Umb
�q � quasi-wall shear stress
�w � wall shear stress

 � boundary layer momentum thickness

Superscripts, Subscripts, etc.

�¯� � time-mean
�	 � ensemble �phase-lock� average

��* � dimensionless quantity
��s � pitchwise average
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Separated Flow Transition on an
LP Turbine Blade With Pulsed
Flow Control
Flow measurements were made on a highly loaded low pressure turbine blade in a
low-speed linear cascade facility. The blade has a design Zweifel coefficient of 1.34 with
a peak pressure coefficient near 47% axial chord (midloaded). Flow and surface pressure
data were taken for Rec=20,000 with 3% inlet freestream turbulence. For these operating
conditions, a large separation bubble forms over the downstream portion of the blade
suction surface, extending from 59% to 86% axial chord. Single-element hot-film mea-
surements were acquired to clearly identify the role of boundary layer transition in this
separated region. Higher-order turbulence statistics were used to identify transition and
separation zones. Similar measurements were also made in the presence of unsteady
forcing using pulsed vortex generator jets just upstream of the separation bubble (50%
cx). Measurements provide a comprehensive picture of the interaction of boundary layer
transition and separation in this unsteady environment. Similarities between pulsed flow
control and unsteady wake motion are highlighted. �DOI: 10.1115/1.2751149�

Introduction
A number of recent studies, summarized by Rivir et al. �1�,

have shown considerable promise in the arena of low pressure
turbine �LPT� separation reduction using embedded flow control
devices. LPT separation is a loss-producing phenomenon that is
primarily associated with low Reynolds number turbine operation
�2–4�. Rivir et al. reviewed progress with a wide variety of flow
control devices including passive surface protrusions �delta
wings� and recesses �dimples�, MEMS actuators, heated wires,
electrostatic discharge devices, and vortex generating jets �VGJs�.
Of the active control devices listed, VGJs are perhaps the most
straightforward to implement in an engine since the manufactur-
ing technology required is virtually identical to that currently used
for film cooling.

Experiments with vortex generator jets �VGJs�, conducted in
several low-speed turbine cascade facilities with the same Pack B
LPT blade profile �5–8� have demonstrated substantial reductions
in separation losses at low �separating� Reynolds numbers �25–
65% depending on flow conditions�. VGJs are typically config-
ured with a low pitch angle �30–45 deg� and aggressive skew
angle �45–90 deg� to the near wall flow direction. Here, pitch
angle is defined as the angle the jet makes with the local surface,
and skew angle is defined as the angle of the projection of the jet
on the surface, relative to the local freestream direction. When
operated in the steady mode, it has been shown that the VGJ
creates a vortex pair with one very strong leg accompanied by a
weak leg of opposite sign �8,9�. The result is a single, dominant,
slowly decaying streamwise vortex that energizes the separating
boundary layer by effectively bringing high momentum
freestream fluid down near the wall. Experimental results have
shown steady VGJs to be extremely robust with effective opera-
tion over a wide range of flow conditions �Reynolds number and
freestream turbulence� and control implementations �chordwise
location and blowing ratio� �2,5�.

Despite the success of steady VGJ flow control, the real prom-

ise for VGJ integration into a gas turbine engine is in the unsteady
or pulsed mode. Laboratory tests indicate that the mass flow re-
quirements of VGJs can be reduced to an almost negligible frac-
tion ��0.01% � of the core mass flow through nonsteady forcing
�5�. Unlike flow control on external airfoils �10�, pulsed VGJs
implemented in a LPT cascade exhibit effectiveness for a wide
range �three orders of magnitude� of frequency �5�. This finding
bodes well for eventual VGJ integration in turbomachinery de-
signs since embedded airfoils are already subject to a highly un-
steady environment due to upstream wakes and secondary flows.
It may be possible to synchronize VGJ actuation with the rotor
passing frequency such that the jet is phased to interact synergis-
tically with the convected wake disturbance.

Several researchers have shown evidence of a “calmed zone” of
well-attached laminar flow following the unsteady interaction of a
wake disturbance with a separation bubble on a LPT airfoil suc-
tion surface �11,12�. Typically, this period of well-behaved flow
persists for 20–40% of the wake passing period. It is followed by
a gradual return to separated laminar flow prior to the arrival of
the next wake disturbance. One possible application of pulsed
flow control would be to actuate near the end of the calmed zone,
thus preventing the return to a separated state. To optimize the
timing of pulsed flow control in this manner, the nature of the
unsteady interaction of VGJs and the separated boundary layer
must be better understood. Unlike in steady control mode, the
flow mechanism responsible for pulsed VGJ separation control
effectiveness is yet unclear. An initial study with varying the jet
duty cycle from 50% to 1% suggested that the fluid dynamics
associated with the starting and ending of the jet are the most
critical �5�. It was assumed that these transitions would be punc-
tuated with vortical motions that would perform a comparable role
to the streamwise vortices associated with steady VGJs. However,
computational studies by Postl et al. �13� showed that while
pulsed VGJs generated some freestream entrainment through vor-
tex interaction, the primary mechanism for boundary layer control
was turbulent transition. They noted the presence of large ampli-
tude 2D �spanwise� disturbances downstream of the VGJs that
accelerated boundary layer transition, and thus reattachment. Sub-
sequent work by Postl et al. �14� suggested that these 2D waves
were more efficiently induced by normal jet blowing �versus
skewed injection�. This finding was corroborated by the recent
experimental measurements of Hansen and Bons �9� that showed
that normal and skewed pulsed jets have approximately the same
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effect on a separation bubble in a 2D diffusing flow. Following
this, Bons et al. �15� showed that in a LPT cascade, the separation
bubble responds in a spanwise uniform �2D� manner to VGJ in-
teraction, with only scant evidence of the vortical disturbance as-
sociated with steady control.

The present study is a follow-on to the work of Bons et al. �15�,
with the objective of providing more details of the fluid interac-
tion of VGJs with the separation bubble. The role of boundary
layer transition was specifically investigated since it must be thor-
oughly documented and understood in order to someday be able to
model VGJs in a blade design code. Accurate models are seen as
a necessary precursor to the eventual adaptation of flow control in
the turbine design system. The present study is conducted without
the presence of unsteady wakes in order to focus on the jet inter-
action exclusively. It is expected that these results will help to
guide future experimental and computational work with pulsed
VGJs and wakes on LPT blades.

Experimental Configuration
A detailed description of the cascade facility used for this study

is found in Eldredge and Bons �8�. The open-loop wind tunnel is
driven by a centrifugal blower and produces conditioned exit flow
with �2% velocity uniformity and 0.3% freestream turbulence at
the cascade inlet. For the present study, this level of background
freestream turbulence was augmented to 3% with a passive
square-bar grid located 5.2 axial chords �cx� upstream of the cas-
cade. At the cascade inlet plane, the freestream turbulence was
fairly isotropic with an integral lengthscale of 2 cm. Acceleration
in the blade passage causes the turbulence level to decay to below
2% at the exit, while the integral lengthscale increases to nearly
3 cm at the cascade exit plane.

The VGJ-equipped blade is located at the inner corner of the
two-passage cascade so that the suction surface will experience
uncovered turning as it would in a full linear cascade �note: Fig. 1
is shown with Pack B blading. The full blade shape is not avail-
able for public release at this time, but coordinates can be made
available to USAF contractors.� Fourteen 0.64 mm diameter pres-
sure taps were drilled into the suction surface of the inner blade
and seven on the pressure surface of the middle blade. These static
pressure taps are used for verification of the cp distribution in the
controlled passage. All cp and velocity data were taken over the
center 0.15 m of blade span, where the flow was confirmed to be
approximately two-dimensional. The inlet bleeds and exit tail-
boards of the cascade can be adjusted to produce nominally peri-
odic flow through the two passages. Eldredge and Bons �8�
showed that proper adjustment of these tunnel walls allowed the
two-passage cascade to closely match both the cp distribution and
the boundary layer behavior of a larger eight-blade Pack B linear
cascade used by Sondergaard et al. �2�.

The blade profile is the midloaded L1M turbine blade designed
using the recently implemented design and analysis system for

turbine airfoils at the Air Force Research Laboratory by Clark
�15,16�. The blades have an axial chord �cx� of 0.22 m and a span
of 0.38 m. The cascade solidity �axial chord/spacing� is 0.99. The
design Zweifel load coefficient for the L1M was 1.34. The mid-
loaded design �peak cp at 47% cx� does not experience the massive
�nonreattaching� separation that plagues the aftloaded Pack B at
low Re. Instead, the L1M has a closed separation bubble at least
down to Rec=20,000. The inside corner blade in the cascade �see
Fig. 1� was also configured with a single row of 2.3 mm diameter
VGJ holes, spaced ten hole diameters apart and located at 50% cx.
The holes were drilled with a 30 deg pitch angle to the blade
surface and injected at a 90 deg skew angle from the streamwise
direction. The pitch angle lies in the y-z plane and the skew angle
lies in the x-z plane �see Fig. 2 inset�. A pressurized cavity in the
center of the blade provided for both steady and pulsed jet opera-
tion over a range of blowing ratios.

The primary tool for flow diagnostics was a single element
hot-film anemometer mounted to a 3-axis traverse located atop the
cascade. The hot-film element has a diameter of 50.8 �m, a length
of 1.02 mm, and a maximum frequency response of roughly
200 kHz. The traverse incorporated a blade-following device that
allowed data to be taken at constant wall distance, spanning most
of the blade suction surface �from 30% cx to the blade trailing
edge�. The follower was used to obtain 15 streamwise profiles
with wall distances approximately evenly spaced from
1.5 mm to 20 mm. The uncertainty in velocity was �1.5% and
the follower position was accurate to within �0.2 mm. Each pro-
file consisted of 61 streamwise measurement locations, with a
spacing ranging between 2.7 mm and 6.9 mm, the smaller steps
concentrated in the region of the separation bubble. Flow data
were acquired for both no control �B=0� and pulsed control cases.
For pulsed actuation, the high pressure air line feeding the VGJ
plenum was connected to a Parker-Hannifen pulsed valve. The
valve was operated at a frequency of 5 Hz with a duty cycle of
25%, the same conditions studied by Bons et al. �15�. The pulse of
air exiting the jet holes is essentially a step function. Some attenu-
ation occurs in the jet plenum resulting in a slightly modified jet
waveform as shown in Fig. 2. This figure shows the jet hole exit
blowing ratio time history as measured with a single-element hot
film positioned at the jet exit �with no freestream flow�. The t /T
=0 station represents the time at which the control signal was sent
to the pulsed valve. The peak value of B is approximately 2 and
the mean value is 0.5.

Data Processing. Since the goal of this study was to document
transition-related phenomena, large data records were taken at
each position to assure steady statistics. For the no-control case,
this was done using a sampling rate of 10 kHz for 16 s �160,000
data points�. Flow intermittency ��� was calculated using the

Fig. 1 Linear cascade facility „not actual L1M profiles…

Fig. 2 VGJ exit velocity profile „inset of jet configuration…
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methodology developed by Volino et al. �17�, which employs both
the first and second velocity derivatives as turbulence discrimina-
tors. The data is initially high-pass filtered to eliminate low-
frequency fluctuations that are common to both laminar and tur-
bulent zones. The absolute value of the first derivative of velocity
is then compared to a predetermined threshold based on the local
velocity fluctuations. This procedure yields a �1�t� distribution,
which is the first intermittency discriminator. A second discrimi-
nator ��2� based on the absolute value of the second derivative of
velocity is then coupled with the first discriminator to yield a final
intermittency value. The composite result is low-pass filtered to
eliminate erratic transitions between the two states. The only
modification that was made to the original Volino formulation was
to calculate the high and low-pass filter frequencies using the local
mean velocity rather than the freestream velocity �U��. By doing
this, the cutoff frequencies are more directly tied to the local con-
vective speed of flow disturbances over the hot-film anemometer,
thus avoiding erroneous intermittency values in and near the sepa-
ration bubble.

In addition to the mean and fluctuating velocity, higher order
turbulence statistics �skewness and kurtosis� were computed from
each data record to provide multiple assessments of the turbulent
character of the flow and to help identify the separated flow re-
gimes. In addition, based on the work of Townsend �18�, the kur-
tosis �or flatness� of the first derivative of the instantaneous veloc-
ity was computed as well.

In the case of pulsed flow control, the data acquisition time was
increased to 24 s at the same frequency �10 kHz�. The transistor-
transistor logic �TTL� signal from the pulsed valve controller was
used to phase-lock the data acquisition with the pulsed VGJ con-
trol. To obtain the same turbulence statistics in the case of un-
steady control, the data processing methodology shown schemati-
cally in Fig. 3 was followed. First, the 120 cycles �24 s�5 Hz� of
velocity data were averaged to produce an ensemble average
mean velocity distribution �ũ� at each point. This ensemble was
then subtracted from each of the 120 cycles to eliminate the bulk
unsteady motion of the flow from the statistical calculations. The
resulting velocity record represents cycle-to-cycle deviations from
the ensemble-averaged mean flow. The next step was to divide
each cycle into 24 phases of equal length �8.3 ms�. The first
phases of data from all 120 cycles were then concatenated to-
gether to form a continuous velocity deviation signal associated
with the first 8.3 ms of jet actuation �a total of 10,000 data points�.
This data record was evaluated in a manner similar to the no-
control velocity data to determine intermittency, skewness, kurto-
sis, and kurtosis of du /dt. The process was repeated for each of
the 24 phases to produce the time variation of turbulent flow sta-
tistics and intermittency over one complete pulsing cycle.

Experimental Results
The L1M cascade cp distribution for Rec=20,000 is shown in

Fig. 4, both with and without flow control. The figure also con-
tains a MISES prediction with and without separation �high and
low Re�. In the low Re case, forced transition as specified by the
Praisner and Clark �19� transition models produced reattachment
just before the trailing edge. Uncertainties in the pressure mea-
surements translate to an uncertainty of �0.25 in the cp data at
Rec=20,000. The predicted separation zone is broader than that
obtained experimentally, suggesting that the experimental transi-
tion location is earlier than expected. This is possibly due to the
lower inlet turbulence level �0.5% versus 3%� used in the calcu-
lation, as will be discussed later. The pressure distribution with
flow control has a reduced separation zone and follows closely the
nonseparating MISES calculation, particularly near the peak cp.
From this, it is clear that the pulsed VGJs are effective in the
time-average sense at reducing laminar separation.

Baseline (Uncontrolled) Case. Figure 5 contains a series of
contour plots showing flow data for the no control �B=0� case.
The engine axial direction is left to right �axis units are normal-
ized by cx�. A magnified close-up of the region 0.64�x /cx
�0.78 is included in each plot. Separation is evident beginning
around 59% cx, as identified by the low umean /Uin and elevated
turbulence that both begin in this region. From this point until
approximately 73% cx, the turbulence level grows in a free shear
layer that is removed slightly from the blade surface �note the
region of low urms near wall fluid below the free shear layer from
68% to 73% cx in the Fig. 5�b� close-up�. Near 73% cx, the el-
evated urms region in the free shear layer begins to broaden in the
wall normal direction and the intermittency begins to rise above
zero, indicating the inception of transition to turbulence. The in-
termittency value rapidly approaches unity near this location, sig-
naling the fully turbulent character of the separated boundary
layer. The transition region is rather abrupt, suggesting a bypass
mode. The local turbulence level �urms /Uin� exceeds 25% in the
vicinity of transition. The separation bubble reaches its maximum
thickness in the wall-normal direction shortly after the transition
to turbulence is complete. The bubble then continues to shrink
from 78% to 88% cx, which corresponds to the region of peak
turbulence �near 40%�.

The MISES prediction for the separation extent is from 56% to
92% cx, as determined by the region where local wall shear levels
are negative. This is somewhat broader than the region noted in
the experiment, though no such precise separation indicator was
available in the cascade facility for direct comparison. The over-
prediction of the separation bubble size by MISES is probably due

Fig. 3 Data processing flowchart for phase-locked unsteady
velocity data

Fig. 4 Experimental L1M cp distribution for Rec=20,000 com-
pared to MISES prediction „experimental data for B=0 and 5 Hz
pulsed…
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to the lower freestream turbulence level �0.5%� used in the calcu-
lation. A higher turbulence level would create a fuller boundary
layer near the separation location, delaying it somewhat. Higher
freestream turbulence would also move the detached boundary
layer transition prediction �and thus the 92% cx reattachment
point� forward on the L1M suction surface.

The last three contour plots in Fig. 5 provide additional indica-
tions of separation and transition, using higher-order statistics. A
broad band of negative skewness begins just upstream of the tran-
sition zone, eventually extending to the edge of the measurement
domain 20 mm from the blade surface. This negative skewness
indicates a region of predominantly high velocity flow punctuated
by occasional pockets of low momentum fluid. As the shear layer
begins to transition from a laminar to a turbulent state, the fre-
quency of lower momentum pockets decreases as indicated by the
increasingly negative skewness values. The minimum value of
skewness corresponds approximately to the middle of the transi-
tion zone, as shown. The skewness eventually returns to zero as
the flow becomes fully turbulent.

Figure 5�d� also shows a region of elevated positive skewness
in the separation bubble where the mean velocity is at a minimum.
This positive skewness occurs because the single-element hot-film
cannot distinguish reverse flow. Regions of reverse flow register
with a positive u velocity since the sensor is only sensitive to the
magnitude of the fluid velocity component that is normal to the

sensor axis. Since the center of the separation bubble is a region
of frequent unsteady oscillations of forward and reverse flow, the
anemometer will register all velocity fluctuations as positive ve-
locity excursions. Thus, the instantaneous hot-film data record ap-
pears as a low ��0� nominal velocity with occasional bursts of
positive velocity. This creates the strong positive skewness shown
in the plot. This rectifying of the velocity signal only occurs when
the mean velocity is very low, such as in the heart of the separa-
tion bubble. Interpreted in this way, the skewness becomes a very
useful indicator of separation. This also contributes to the per-
ceived lull in local turbulence level in the near wall region �68%
to 73% cx� below the free shear layer as it transitions from laminar
to turbulent.

The final contour plot in Fig. 5�f� shows the kurtosis �or flat-
ness� of the local temporal acceleration �du /dt� distribution. The
first location where this parameter rises above the background
level of zero �corresponding to a Gaussian distribution� is in the
separated free shear layer just prior to boundary layer transition
��73% cx�. It then remains elevated only in the region corre-
sponding to transition values of the intermittency function �0
���1�. Upstream and downstream of this location, the contour
map is devoid of useful information. The absence of color in the
contour map suggests that this parameter is an excellent �almost
binary� flag for transition. This explains why it has been employed

Fig. 5 No control „B=0… at Rec=20,000. Horizontal axis is axial direction from leading edge normalized by cx. Vertical axis is
pitchwise direction normalized by cx. Close-up of region 0.64<x /cx<0.78.
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elsewhere as a transition discriminator �18�. It will become espe-
cially useful in sorting out the role of transition in the unsteady
flow control case. The kurtosis of the instantaneous velocity signal
itself �Fig. 5�e�� exhibits a similar peak at the onset of transition.
Unfortunately, it was not as consistent in the unsteady forcing
case and is not discussed further.

Several correlations have been suggested for predicting
detached-boundary layer transition on turbomachinery blading.
Praisner and Clark �19� suggested a correlation based exclusively
on the momentum thickness Reynolds number at the separation
location �Re�sep�:

str = ssep + 173ssepRe�sep
−1.227 �1�

Roberts and Yaras �20� offered one based on Re�sep, the surface
roughness level �krms�, and the inlet turbulence level and length-
scale �through Taylor’s turbulence factor, TF=Tuin�L /	in�0.2�:

Retr-sep = �835 − 36TF�%� − �1400 + 25e0.45TF�%��
krms

�sep
�Re�sep

0.7

�2�
For the present study, the inlet turbulence level was 3%, the

integral lengthscale was 20 mm, and the surface roughness was
krms=0.6 �m. The 59% cx separation location corresponds to a
suction surface distance equivalent to 162 mm from the stagnation
point. The boundary layer momentum thickness at the point of
separation is 0.52 mm at Rec=20,000, giving Re�sep=111. Using
these measured values, the two correlations predict transition at
82% cx and 81% cx, respectively, somewhat downstream of the
transition location indicated in Fig. 5.

Pulsed Jet Injection. As mentioned previously, three-
dimensional particle image velocimetry �PIV� data taken by Bons
et al. �15� in the same cascade facility indicated that the separation
bubble’s response to the unsteady jet injection was largely two-
dimensional �i.e., spanwise uniform�. As such, the unsteady fol-
lower data is presented for only one spanwise location �approxi-
mately 2d above the upper lip of a VGJ hole near the blade
midspan�. Since the jet injection direction is upwards along the
span, the data plane is in the direct path of the jet injection �only
2d away from the injection point�. Accordingly, the jet event fig-
ures prominently in the data presented herein. A second, less-
comprehensive set of data taken 2d lower in span showed essen-
tially the same flow behavior for the bubble dynamics, although
the fluid dynamics near the jet hole were not as prominent, since
the jet was convected above the data plane in that case.

The jet hole exit velocity profile in Fig. 2 indicates the locations
of the 24 phases used to analyze the unsteady data. Figure 6
shows a series of ũ /Uin contour plots for ten of the 24 phases that
experience the most dynamic change. For compactness, the verti-
cal axis for these plots is the wall-normal distance rather than the
pitchwise direction used in Fig. 5. Figure 7 contains the corre-
sponding plots of ensemble-averaged urms /Uin. Recall that this is
the unsteadiness that remains after the bulk unsteady motion cor-
responding to the 5 Hz pulsing of the jet has been removed. Fi-
nally, Fig. 8 is a composite of the three different transition indi-
cators: intermittency, skewness, and kurtosis of the fluid
acceleration. These five parameters provide a rich mosaic from
which the essential fluid mechanics can be extracted.

The VGJ jet is “ON” for phases 1–6 �as indicated with black
arrows in Figs. 6–8� and “OFF” for phases 7–24. Evidence of the
jet disturbance at 50% cx appears as early as Phase 1 in the tur-
bulence data, while the mean velocity contour does not show any
signs until Phase 2. Phase 1 straddles the initiation of the pulse,
and the mean velocity is not terribly affected at this point. How-
ever, the pulse initiation does create considerable high frequency
unsteadiness, thus, generating a strong kurtosis signal. In fact, the
jet initiation appears to produce the most energetic high frequency
unsteadiness compared to the subsequent phases of jet actuation

�e.g., Phases 2–6�. A second, less prominent region of elevated
kurtosis occurs at the pulse termination �Phases 5–7�, but this is
substantially weaker. The skewness plots show that this jet initia-
tion event generates a concentrated region of positive and nega-
tive skewness that convects downstream intact from Phases 1–3.
This signals a region of transition in the flow associated with the
jet initiation event. Thus, the starting of the jet does initiate tran-
sition in a very localized region, which convects downstream dis-
turbing the flow in its path. This is consistent with the interpreta-
tion of Bons et al. �5� that the starting event is the most critical in
determining jet effectiveness. However, in that study, the effec-

Fig. 6 ũ /Uin contour plots at ten different phases in unsteady
VGJ cycle „phase number is in top right corner…
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tiveness was attributed to the starting vortex associated with the
jet initiation. The present data suggest that the important feature
is, instead, the flow unsteadiness that initiates transition upstream
of the separation zone.

In the subsequent phases with the jet “ON,” the fluid event
associated with the jet initiation creates a line of transition in the
flow emanating from the jet hole to the moving location of the
starting event. Ultimately this creates a boundary layer transition
line ��=1� that is a full 15% cx further upstream than the nominal
position before the jet arrives. When the more energetic �higher
mean momentum� fluid associated with this line of transition fi-

nally impacts the separation bubble in Phase 4, the bubble begins
to move rapidly downstream. Because this occurs at the upstream
end first, the bubble becomes more rounded between Phases 5 and
9. The low velocity region �ũ /Uin�2� has a y /cx extent of 0.06 in
Phase 9 versus 0.03 in Phase 5 and the streamwise extent is re-
duced accordingly. The peak turbulence level in the bubble is
dramatically reduced once the high momentum fluid begins to
sweep it off the blade �Phases 7–12�. Peak turbulence levels drop
from 23% in Phase 7 to below 18% in Phase 12. This process
continues until the separation bubble is ejected from the trailing
edge.

Once the jet is extinguished, the source for instability growth
beginning at 50% cx has been eliminated and the transition line
moves downstream, finally stabilizing just beyond 70% cx �as de-
termined by a composite of Figs. 8�a�–8�c��. The embryo of the
next bubble can be seen in Phase 7 as some residual low momen-
tum fluid is left near 60% cx. With time, this fluid migrates down-
stream to 70% cx and forms the nucleus of the next bubble, which
grows from Phases 12 to 24. Note that the separation bubble lo-
cation just prior to the next jet pulse is very similar to the no-
control case �Fig. 5�; however, the transition indicators are not
equivalent. This reflects the amplified disturbance growth that oc-
curs due to forcing and suggests that the bubble is not responding
quasi-steadily to the changing flow conditions.

The unsteady motion of the transition line can also be seen in a
time-space plot �Fig. 9�. A similar presentation was used by
Volino et al. �7� for their synthetic jet data. This figure shows the
ensemble-averaged turbulence and intermittency over two jet
cycles at a constant wall distance �6 mm� corresponding to the
location of the free shear layer when it first begins to transition.
The trajectory of the jet initiation is clearly noted as the lower
edge of the �=1 band emanating from the jet hole at 50% cx. The
local peak in turbulence level at x /cx=0.8 and t /T=0.2 corre-
sponds to the jet initiation event. The convection velocity of the
jet disturbance from 50% cx to this location is 2.1 m /s, roughly
70% of the average local velocity between 50% and 80% cx. The
jet termination event convects at approximately the same velocity
until it is engulfed in the separation bubble dynamics at x /cx
=0.73 and t /T=0.43. At this point, the transition line motion de-
celerates to roughly 20% of the average local velocity between
50% and 80% cx. The transition line continues to move down-
stream until x /cx=0.83 and t /T=0.78 when a resurgence of the
separation bubble redirects the transition back upstream at ap-
proximately the same velocity. �This motion is depicted in the
intermittency plot with dashed arrows.� The zone of low turbu-
lence coincident with this point of redirection bears resemblance
to the “calmed zones” following convected wake disturbances
noted by Gostelow and Thomas �11� and Stieger and Hodson �12�.
The calmed zone is marked by low turbulence levels and laminar-
like boundary layer behavior. Based on these similarities, it is
possible that the calmed zone associated with wake passing could
be extended by short bursts from an upstream VGJ. This implies
that the favorable flow conditions associated with laminar flow
over the suction surface could be maintained for a longer duration
as well.

Conclusions
Ensemble-averaged hot-film data were taken in a low speed,

low pressure turbine cascade both with and without pulsed VGJ
control. A novel ensemble-averaging technique was implemented
to determine the variation of turbulence-related quantities through
the pulsing cycle. Comparisons between the control and no-
control data indicate that the nature of the boundary layer/
separation bubble interaction is not quasi-steady. The pulsed jets
play a critical role in creating premature transition on the blade,
thus bringing momentum into the separation zone and reducing its
size dramatically. Turbulence parameters such as intermittency,

Fig. 7 Ensemble-averaged urms/Uin contour plots at ten differ-
ent phases in unsteady VGJ cycle
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skewness, and kurtosis of the local fluid accelerations allow the
transition line to be clearly identified both with and without con-
trol. Since the bubble response to unsteady control is similar in

many ways to the effect of passing wakes, it appears to be pos-
sible to synchronize the two events synergistically, thus improving
blade performance.

Fig. 8 Ensemble-averaged contour plots of various turbulence parameters at ten different phases in unsteady
VGJ cycle
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Nomenclature
B 
 VGJ blowing ratio, Ujet /Ulocal

F+ 
 dimensionless forcing frequency, f / �Ue /SSLJ�
L 
 suction surface length, 331.3 mm

MEMS 
 microelectromechanical systems
P 
 pressure

Re 
 Re based on cascade inlet conditions, CxUin /�
SSLJ 
 suction surface length from VGJ to trailing

edge
T 
 forcing period, 200 ms

Tu 
 turbulence level in the cascade inlet
U 
 velocity

USAF 
 United States Air Force
cp 
 pressure coefficient �PTin− Plocal� / �PTin− PSin�
cx 
 blade axial chord, 21.9 cm
d 
 jet hole diameter, 2.3 mm
f 
 pulsed jet forcing frequency, Hz

krms 
 root mean square surface roughness, 0.6 �m
u 
 instantaneous streamwise velocity component

umean 
 mean streamwise velocity component
urms 
 root mean square streamwise velocity

component
ũ 
 ensemble average streamwise velocity
s 
 streamwise distance along the blade suction

surface
t 
 time
x 
 axial coordinate from the cascade inlet face
y 
 local surface normal coordinate

Greek Symbols
� 
 intermittency distribution
	 
 integral lengthscale of turbulence at inlet
� 
 boundary layer momentum thickness
� 
 kinematic viscosity
� 
 intermittency

Subscripts
S 
 static
T 
 total
in 
 cascade inlet
jet 
 VGJ jet

local 
 local blade conditions
tr 
 transition

sep 
 separation
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Aerodynamic and Heat Flux
Measurements in a Single-Stage
Fully Cooled Turbine—Part I:
Experimental Approach
This paper describes the experimental approach utilized to perform experiments using a
fully cooled rotating turbine stage to obtain film effectiveness measurements. Significant
changes to the previous experimental apparatus were implemented to meet the experi-
mental objectives. The modifications include the development of a synchronized blow-
down facility to provide cooling gas to the turbine stage, installation of a heat exchanger
capable of generating a uniform or patterned inlet temperature profile, novel utilization
of temperature and pressure instrumentation, and development of robust double-sided
heat flux gauges. With these modifications, time-averaged and time-accurate measure-
ments of temperature, pressure, surface heat flux, and film effectiveness can be made over
a wide range of operational parameters, duplicating the nondimensional parameters
necessary to simulate engine conditions. Data from low Reynolds number experiments
are presented to demonstrate that all appropriate scaling parameters can be satisfied and
that the new components have operated correctly. Along with airfoil surface heat transfer
and pressure data, temperature and pressure data from inside the coolant plenums of the
vane and rotating blade airfoils are presented. Pressure measurements obtained inside
the vane and blade plenum chambers illustrate passing of the wakes and shocks as a
result of vane/blade interaction. Part II of this paper (Haldeman, C. W., Mathison, R. M.,
Dunn, M. G., Southworth, S. A., Harral, J. W., and Heltland, G., 2008, ASME J. Turbom-
ach., 130(2), p. 021016) presents data from the low Reynolds number cooling experi-
ments and compares these measurements to CFD predictions generated using the Nu-
meca FINE/Turbo package at multiple spans on the vanes and blades.
�DOI: 10.1115/1.2750676�

1 Introduction
The high-pressure turbine stage �vanes, blades, and disk� of

modern gas turbine propulsion engines has been operating at inlet
temperatures near or in excess of metal melting temperature for
several years using air bled from the compressor to cool the com-
ponents. At these elevated temperatures, relatively small changes
in surface temperature can lead to changes in the life of the part
by about a factor of two �1�.

Changes in material properties are often considered as an alter-
native to changes in cooling schemes. Although advances in ma-
terials and material coating have allowed the operating tempera-
tures of turbines to increase, the overall desire to push the
operating temperatures even higher has made understanding tur-
bine cooling more important rather than less so. The advent of
new materials will not eliminate the need for cooling in the future;
rather, they are complementary pushing the operating tempera-
tures of turbines to levels higher than either technique could
achieve alone.

Cooling plays a critical role in turbine aerodynamics, heat
transfer, life durability, and efficiency. However, cooling designs
have been difficult to verify experimentally under realistic oper-
ating conditions. Cooling designs are often empirically extrapo-
lated from limited data and are evaluated based on flight hardware
inspections many years after design decisions have been made.

Over the last ten years, more complete integration of the ex-

perimental, analytical, and computational aspects of turbine de-
sign has yielded improved designs. For example, 3D unsteady
aerodynamics has been explored using all three sets of tools and is
routinely incorporated into turbine designs. Issues such as turbine
clocking �2� and structural issues �3,4� have all been successfully
handled with this combination of disciplines.

With advances in both the computational and experimental ca-
pabilities necessary for investigating cooling effects, the possibil-
ity and necessity of performing a film-cooled high-pressure tur-
bine stage measurement program under controlled laboratory
conditions has become a possibility. There are multiple ap-
proaches that can be undertaken when planning such an experi-
ment, and no one approach will be the “best” for all endeavors.
However, the data that are acquired and the applicability of those
data to the engine designer are intricately linked to these deci-
sions. Thus, this paper will discuss, in more detail than usual, the
modifications that have been made to a specific facility in order to
perform relevant cooling experiments. This paper will also dis-
cuss, in some detail, the critical work that has previously occurred
in this area and will illustrate how this facility addresses some of
the limitations of earlier work. In addition, it will describe the
overall experimental plan that is being pursued to examine film
cooling and its interaction with turbulence and combustor-
generated hot streaks. Data from recent measurements will be
shown and discussed. This discussion is meant to complement the
second part of the paper, which focuses almost entirely on experi-
mental results for a turbine stage operating at a specific condition.
In Part II �5�, data will be compared to predictions obtained using
the NUMECA FINE/TURBO code.

The overall goal of these two papers is to provide details of
how these experiments and the accompanying analysis are being

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF TURBOMACHINERY. Manuscript received July 13, 2006; final manu-
script received July 16, 2006; published online March 24, 2008. Review conducted
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conducted and the current level of interaction between the com-
putational and experimental work. In addition, specific results re-
garding the measured effectiveness of film cooling are provided
for the blade.

1.1 Brief Review of Past Work. The film cooling research
area has reached a point where the knowledge gained in the more
basic studies involving flat plate and cascade facilities can be
effectively utilized in full rotating rigs that replicate engine con-
ditions as closely as can presently be done under controlled labo-
ratory conditions. One can now begin to think about how to create
fully cooled measurement programs and how to perform the asso-
ciated analysis and computations. During the initial phase of this
work, there were several proof-of-concept, full-rotating experi-
ments �6–8� that provided the basis for much of our current un-
derstanding of the issues involved with film cooling research that
will be discussed later. The second phase of film cooling research
is focused on capturing more of the important characteristics of
turbine flow physics, such as interactions with combustor tem-
perature profiles and freestream turbulence. Much of this work
will be guided by the needs of the third phase, which will focus on
implementation of the new information into the turbine design
system.

Film cooling research is not a new area. With some effort, one
can find in excess of 2500 references on the subject in the open
literature dating back to 1940. There are two abbreviated bibliog-
raphies of film cooling research by Kercher �9,10�, providing ref-
erences from 1971 through 1996 and leading-edge film cooling
references from 1972 through 1998.

To a turbine designer, one of the difficulties with the existing
knowledge base is that a significant portion is specific to simple
flow geometries at flow conditions far from those associated with
turbine operating conditions. For example, numerous studies ap-
pear in the literature for isolated holes or a single row of holes
�which may be circular or shaped and have various values of
L /D�. Elovic and Koffel �11� presented detailed discussion of the
1983 state of the-art regarding the design of turbine airfoil cooling
systems. The authors included in their discussion a summary of
current practice for predicting both external and internal heat
transfer. A significant portion of the methodology described as
standard practice almost eighteen years ago is still in use today.

It is not possible here to provide a full review of all the funda-
mental film-cooling related work done by previous investigators.
The focus here will be on the work done with rotating turbines in
the 1980s and 1990s that is most relevant to the current work. Of
these, there are three main experiments that will be discussed. The
first is the 1980 work of Dring et al. �6� who used a low-speed
warm turbine that did not operate at turbine design corrected con-
ditions, but was among the earliest of experiments that had rotat-
ing cooling, although from only one cooling hole. The compari-
sons of this data with cascade data pointed out the overall
importance of secondary flow effects on the cooling flow. This
work was the beginning of the full scale rotating rigs that came on
line in the 1980s and 1990s at Calspan �12�, Oxford �13�, MIT
�14�, and VKI �15�, and later at WPAFB �16�.

One of the major cooling experiments was performed at MIT
�17� in the mid-1990s. This experiment involved coolant gas di-
rected to a few of the blades contained on the rotor disk and vane
trailing-edge injection, but without vane film cooling. The results
had a substantial impact on the understanding of film cooling.
This work also illustrated many of the problems that were en-
demic to this type of research and the amount of auxiliary work
that had to be developed and undertaken to facilitate these experi-
ments. An example is the development of the double-sided Kapton
heat-flux sensors for use where the traditional single-sided heat
flux gauge and semi-infinite data reduction models were no longer
valid �18�. Problems with the cooling supply, leakages, and timing
were all routine problems that had to be overcome.

Takeishi et al. �6� also performed a cooled experiment but was
unable to acquire time-accurate measurements. His sampling tech-

nique and experimental goals focused on mass transfer in the
boundary layer and, thus, provided detailed measurements in the
boundary layer, but only at a few locations.

One of the important conclusions of these experiments was that
cooling issues tend not to have an overriding characteristic that
can be emphasized at the expense of others to reduce experimental
complexity. Cooling gas migration along the blade pressure sur-
face is not replicated well in nonrotating facilities �7�. In addition,
the entire problem changes when the inlet conditions change from
uniform turbine inlet temperatures and low turbulence intensity to
nonuniform temperature profiles and relatively high turbulence
intensity that more accurately reproduce the combustor exit
conditions.

Among the early attempts to create a radial temperature profile
generator was that of Haldeman at MIT in the 1980s �19�. The
initial manufacture of this device was problematic, and it was not
until the mid-1990s that it was successfully used in hot streak-
migration work �20,21�, almost 20 years after the original analyti-
cal work on hot streak migration had been discussed by Kerro-
brock and Milkolajczak �22� and Lakshminarayana �23�.
Haldeman continued with the passive matrix system and has been
successful in using a very different version than attempted initially
in a shock tunnel �24� environment. Two other facilities have used
an alternative technique �mass injection� to generate temperature
profiles �25,26�.

At the same time that the experimental facilities were being
developed, computational models were also being developed at
various locations. The film cooling models of TEXSTAN have
evolved since the early version described by Miller and Crawford
�27�. The revised film cooling models are derived based on the
early work of Tafti and Yavuzkurt �28� with extensions by Neela-
kantan and Crawford �29,30�. Those references show extensive
validation of the models for flat plate conditions. For film-cooled
airfoils, very little validation of the Crawford models has been
carried out. Weigand et al. �31� evaluated TEXSTAN and a 3D
Navier-Stokes code for predicting heat transfer on a fully film-
cooled vane for both film cooling effectiveness and heat transfer.
They found the boundary layer program provided good agreement
with the data, providing the appropriate boundary conditions are
used for the velocity loading.

It comes as no surprise that the flow field near a cooling hole of
a vane or blade is very complex. Recent modeling techniques
appear to have moved into one of two alternative perspectives
based on previous work. One group has moved toward the ideal of
fully solving the entire flow field within each cooling hole, within
the supply plenums, and the external flow over the airfoils. Leylek
and Zerkel have reported the results of several studies in this
general area �32�. An alternative method championed by Abhari
�33� and Abhari et al. �34,35� is the “macromodel,” which is an
extension of past injection models. The injection model accounts
for the penetration and spreading of the coolant jet as well as
entrainment of the boundary layer fluid by the coolant. Abhari
compared the steady-state predictions of his code to the film
cooled linear cascade data of Camci �36�.

1.2 Important Design Parameters. The results of much of
the detailed cooling research done previously have shown that in
addition to the main parameters needed to be matched in a full-
scale rotating turbine rig—vane inlet Reynolds number, design
corrected speed, flow function, stage pressure ratio, and gas-to-
metal temperature ratio—other parameter are also of interest.
These include the coolant to core gas temperature ratio, the mass
fractions of coolant to core gas, and the blowing ratio. For these
experiments, one usually matches the blowing ratio at one loca-
tion �such as the showerhead holes on the vane�; the blowing ratio
at other airfoil locations is determined by the geometry of the
hardware and the external flow physics. For studies involving
nonuniform temperature profiles, there have been a variety of dif-
ferent parameters used in the literature to characterize the incom-
ing profiles.
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The terms noted above govern the input conditions at the vane
and blade inlet. There are an equally large number of measures of
the overall effectiveness of the film cooling. Several possibilities
exist depending on the primary goal, but the major ones used in
this work will be the net heat flux reduction and the adiabatic
effectiveness. These terms have been defined in the Nomenclature.

2 Experimental Plan
The experimental results presented in this paper are representa-

tive of the initial phase of a multiphased measurement program
utilizing a fully film-cooled high-pressure turbine stage. Compli-
cating external factors will be added in step-by-step fashion to
observe, empirically, which are important for film-effectiveness
measures throughout the stage. Each measurement phase has been
designed to provide benchmark quality data for computational
fluid dynamics �CFD� code validation and model development.
The measurements reported here were performed with both the
vanes and blades cooled, and a uniform vane inlet temperature
profile, with a low freestream turbulence level. A single Reynolds
number condition is reported here, but measurements are being
acquired over a range of inlet Reynolds numbers at selected tur-
bine operating conditions. A second series of measurements will
examine the effects of freestream turbulence on film cooling by
inserting a turbulence grid just upstream of the vane inlet and
repeating the uniform inlet temperature profile measurements in
order to generate an empirical picture of the importance of turbu-
lence throughout the stage. A third series of measurements will
focus on the effects of inlet temperature profiles only by removing
the turbulence grid and introducing hot streaks and radial profiles.
A fourth series of measurements will examine the effects of both
temperature profile and turbulence by combining the two opera-
tions to see if there are effects that are not predicted by superpo-
sition of the individual inlet conditions. The final series of mea-
surements will utilize a uniform inlet temperature profile without
the turbulence grid, but with the vane trailing-edge injection
turned off.

3 Rig Description

3.1 Overall Rig Description. A modern high-pressure turbine
stage manufactured by Honeywell Engines was selected as the
research vehicle for this effort. A schematic of the rig housing the
turbine located in The Ohio State University �OSU� Turbine Test
Facility �TTF� is shown in Fig. 1. The primary components of the
experimental configuration, the inlet, the combustor emulator, the
turbine stage, the downstream choke, and the two slip ring units
�one 200 channels and the other 300 channels, or alternatively
specified as 100 and 150 pairs of wires� are shown.

A more detailed description of the flow path in the immediate
region of the turbine stage is provided in Fig. 2. The computa-
tional domain, which will be described in more detail later, is
contained within the inlet and exit rakes shown in Fig. 2.

Coolant flow to the vanes and blades is supplied via three sepa-
rate cooling paths that can be controlled independently: the rotor
path, the vane inner path �which controls the showerhead and

cooling holes�, and the vane outer path that feeds the trailing edge.
The cooling paths within the rig are shown in more detail in Fig.
3. As noted in Fig. 3, the shroud cooling holes are blocked for
these experiments. The rig consists of 12 vane doublets �24 vanes
total� and 38 blades.

The outer vane path is fed directly from the outside of the rig
via two tubes �180 deg apart�. The flow then proceeds through a
collection of holes until it reaches the main plenum, which is an
annular configuration that provides coolant to all vanes and is
located at the tip of the red arrow in Fig. 3. The blade and vane
inner path cooling flow enters through the struts shown in Fig. 3.
There are four struts, two of which are used to supply the vane
inner cooling �green/light arrows� and two are used for the blade
cooling �blue/medium arrow�. Both of these cooling streams move
into the diverter system �which combines the two inlets for the
vane inner path into one annular plenum and moves the flow out
to the vane� and combines the two blade inlets and directs that
onto the rotor system via a tangential on board injector �TOBI�,
which moves the coolant into the rotor frame of reference. The
TOBI is also engine hardware, and no changes were made to the
flow angles to match for the changes in physical speed between
the engine and the rig. All three cooling paths can be controlled
separately from outside the rig. During the course of the experi-
ments, off-design variations in all of these parameters will be
performed. The data presented in this paper are from a low Rey-
nolds number condition, which represents one of the conditions of
interest.

The engine hardware being used for these experiments has
complex cooling-hole geometry consisting of shaped holes of

Fig. 1 Honeywell turbine in TTF

Fig. 2 Turbine stage

Fig. 3 Turbine cooling paths
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various dimensions on both the vanes and blades. The vane,
shown in Fig. 4, has 12 rows of film holes and a row of trailing-
edge slots.

The blade also has a complicated cooling pattern consisting of
eight rows of holes spread out along the surface in a 3D pattern.
The hole shape and diameters change with location on the airfoil.

As seen in Fig. 5, many of the cooling-hole rows do not cover
the entire span of the blade, indicating the 3D nature of the cool-
ing design. During the assembly of the rig, all the blades were
flowed using a blowdown rig to check the total area of the cooling
holes and representative blades were instrumented. Time did not
allow for all the vanes to be flowed, but all the vanes that were
instrumented were flowed using this experimental apparatus.

3.2 Instrumentation. The instrumentation package for this
rig consists largely of Kulite XCQ-062-100A pressure transducers
mounted externally on the blade airfoil �to provide the surface
pressure� or internally on the blade to provide the pressure within
the airfoil cooling cavities. In addition, the blades are instru-
mented with double-sided Kapton heat-flux gauges �HFG� and
type K butt-welded thermocouples usually 25.4�10−6 m or
12.7�10−6 m �0.001 in. dia or 0.0005 in. dia�. More information
about the calibration and construction of the Kapton heat-flux sen-
sors is available in Murphy �37�. The thermocouples and pressure
transducers are also used in stage entrance and exit flow path
rakes. Of all these instruments, only the thermocouples have a
characteristic frequency lower than blade passing and, thus, tem-
perature measurements from these devices are essentially time-
averaged values.

Since the focus of these experiments is on the blade, the vane is
only instrumented at 50% span with 15 double-sided heat-flux
gauges, 16 external pressures, and two internal temperatures and
pressures �one set mounted on the outer vane circuit and the other
on the inner vane circuit�. The heat-flux gauges are spread over
two individual vanes, and thin-film heaters are located in one of
the vanes so that the metal temperature of the vane can be set for
individual experiments and thus the adiabatic wall temperature
�see discussion in Part II �5�� can be deduced.

Three spanwise locations are instrumented on the blade �15%,

50%, and 90%�. Of the 38 rotor airfoils, 22 are instrumented in
some fashion. Two of the airfoils were filled �cooling holes
plugged� to provide data for uncooled blades. These airfoils were
also instrumented at the 50% and 90% span locations and have
cartridge heaters installed in them to provide the uncooled heat
transfer and the adiabatic wall temperatures. Several blades had
thermocouples mounted in their roots, immediately below the
platform surface, with the thermocouple exposed to the coolant
gas. These were mounted around the rotor to provide a measure of
the uniformity of the gas temperature.

At 15% span, there are 13 HFG locations, and at 50% span
there are 53 HFG locations �spread over the cooled and uncooled
airfoils�, 15 external pressures, and 12 internal pressures �cooled
airfoils only�. At 90% span, there are 39 HFG locations �distrib-
uted between cooled and uncooled blades� and 15 external pres-
sures �cooled blades�. In addition, there are six HFGs mounted in
the recess of the squealer tip and 12 HFGs mounted on the rotor
shroud �two circumferential locations of six� and six pressure
transducers.

Space will not allow detailed photographs of the instrumenta-
tion, but one can see an example of various HFG blades and
pressure transducers at the midspan location in Fig. 6.

4 Facility Modifications for Film Cooling Work
As described earlier in the paper, the OSU GTL TTF had to be

modified in several ways to meet the requirements of the fully
cooled experiments. Since these modifications have not been dis-
cussed previously, they are briefly reviewed here.

4.1 Large Cooling Facility (LCF). The most visible addition
to the facility is a cooling tank, which provides the source of the
cooled air �or Nitrogen� for the turbine rig. A picture of the cool-
ing system is shown in Fig. 7.

This facility consists of a triple-jacketed stainless steel tank, the
inner vessel of which is �1.28 m3 ��45 ft3� in volume and is
rated for service from 200 K to 477 K �360 R to 860 R� and
vacuum to 2745 KPa �400 psia�. The second jacket contains the
coolant, which is controlled by one of two chillers �seen on the
top of Fig. 7�. The outer jacket �the part that is visible in Fig. 7�
houses �0.13 m ��5 in.� of Perlite insulation. Total residual
heat-losses were originally �500 W, although the addition of ex-
tra insulation on the outside has reduced that considerably.

The coolant gas flow exits though a 0.1524 m dia �6 in. dia�
sleeve valve designed with an elliptical inlet to provide very high-
quality uniform flow. This characteristic is not as important when
the facility is used as a cooling facility, but offers smooth flow
when the facility is being used in a stand-alone mode as a cali-
bration device. The valve uses a pneumatic activation system that

Fig. 4 Vane cooling hole pattern

Fig. 5 Blade cooling holes

Fig. 6 Blade suction side, 50% span instruments
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also provides the braking power to keep the valve from slamming
into its housing. When connected to the TTF, the cooling circuit is
comprised of three main parts as shown in Fig. 8.

The LCF supplies the coolant at about 218 K �392 R� and at
pressure ranges from 276 KPa to 827 KPa �40 psia to 120 psia�.
The flow is then split into three separate circuits by means of
venturi-style chokes �discharge coefficients �1�, which are sized
to generate the proper mass flow in each circuit �rotor, vane inner,
and vane outer�. An intermediate heat exchanger is placed in line
with the LCF to precool the metal lines leading to the rig and to
reduce the overall uncooled length. This device, known as the
“supercooler,” is a simple passive heat exchanger cooled with
liquid nitrogen.

Each cooling circuit consists of two tubes attached to the tur-
bine stage in two locations to stabilize the internal pressure. Tem-
perature control is based on the temperature recorded at the vane
and blade inlets, and not the LCF itself.

Coolant mass flows were measured using a variety of methods.
The volume of the dump tank was obtained independently through
calculations, volume comparisons, and blowdown time constant
measurements. This resulted in an installed volume up to the
chokes of 1.2873 m3�0.76%. This value is then used with calcu-
lated blowdown time constants �based on pressure decay rates in
the LCF tank� to get the mass flow in each circuit independently.
These are verified against the measurements made at the inlet to
each cooling sector to check for consistency and leaks.

4.2 Combustor Emulator. As mentioned earlier, the ability
to generate nonuniform temperature profiles that more accurately
simulate a combustor has been desired of the full-scale rotating
rigs since the 1990s. When using the combustor emulator, the TTF
facility is operated in blowdown mode, which allows longer run
times than can be achieved when operating in the traditional
shock-tube mode. This is critical for this experiment because it
allows time for the cooling flow start-up and stabilization process.
The actual development and operation of this current combustor
emulator has been documented by Haldeman et al. �24� and will

not be dealt with in great detail here.
The highlights of this system are as follows:

1. It can provide uniform temperatures, constant radial profiles,
or various hot streaks of the same number as the fuel nozzles
�order of 20�, all without changing the configuration. By
changing the initial heater layout, different shape factors in
the profile can be generated, and by changing which heaters
are used, the number of hot streaks can be varied from run to
run without any hardware changes. The location of the hot
streaks can also be clocked with respect to the vanes.

2. It allows for the generation of the temperature profiles and
freestream turbulence intensity separately �see Sec. 4.3�.
This is critical if one is examining the independent impor-
tance of these effects because standard mass injections sys-
tems generate both the turbulence and the temperature pro-
files at the same time.

As shown in �24�, both the matrix and the flow path have a
temperature uniformity of about �3 K at 450 K. The overall ef-
fectiveness �measured temperature at the inlet rakes to the matrix
temperature� was �95% �98% predicted�, and peak-to-base tem-
perature ratios of 1.68 have been obtained easily. There are many
parameters used to characterize the combustor temperature pro-
files. Here, we will modify those of Chana et al. �26�, who pro-
posed two measurements of the profiles: the overall temperature
distortion factor �OTDF� and the radial temperature distortion fac-
tor �RTDF�. But in his case, he was using a mass injection system
that injected coolant; thus, his normalizing value was the differ-
ence between the average gas temperature and the coolant tem-
perature. In our case, we use the difference between the average
gas temperature and the wall temperature �see Nomenclature�.

4.3 Turbulence Grid. As a companion to the combustor
emulator, a turbulence grid was fabricated based on a design sug-
gested by General Electric Aircraft Engines. Initial turbulence in-
tensity measurements for this grid have been performed by Eaton
�38�, which vary between 8% and 14% at the vane inlet based on
axial distance of the grid from the vane. A photograph of the
welded grid is shown in Fig. 9.

This grid is manufactured from 0.002 m �0.080 in.� thick stain-
less steel plates, with cells 0.0191 m2 �0.75 in.2� and tabs
0.0064 m �0.25 in.� on an edge. The grid is designed to be moved
axially several vane chords so that one can change the nominal
turbulence intensity entering the vane ring.

4.4 Data Acquisition Improvements. The addition of
double-sided heat-flux gauges, the combustor emulator, and the

Fig. 7 Large cooling facility

Fig. 8 Schematic of cooling connections

Fig. 9 Turbulence grid
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cooling system all contribute to a significant increase in the re-
quired number of data acquisition channels. The system that has
been in place at the Ohio State University Gas Turbine Laboratory
has been a 256-channel 100 KHz 12-bit CAMAC-based system.
To extend the capabilities, an additional 256 channels of data ac-
quisition has recently been added. The new DAS system �VXI
based� is scalable and uses eight channel VX2824B modules.
Each channel has an effective output word rate �sample rate� of up
to 2.5 Megasamples per second at 16-bit resolution with on-board
memory. Each card employs a parallel �-� A/D converter archi-
tecture. Lower effective sample rates are achieved using hardware
decimation. The use of digital filters as anti-alias filters at the
lower speeds allows sharper response than their analog counter-
parts without compromising the Nyquist criteria.

5 Experimental Procedure and Data

5.1 Facility Operation. Detailed descriptions of how this fa-
cility has been operated in the past are available in many papers
�39–43� and will not be described here. Only those changes in
operational procedure needed for the cooling experiments will be
discussed.

For cooled experiments with the combustor emulator, facility
operation is much more involved than it was when operating the
facility in simple blowdown mode. First, the LCF is chilled to the
proper temperature. This can take up to 36 h from a room-
temperature start, but the system has remained at temperature for
many weeks. The facility dump tank has to be under a vacuum or
at least filled with dry air; otherwise, the LCF valve will begin to
frost. The heater assembly requires 2–4 h to reach the proper tem-
perature. Hot streaks can be generated more quickly than uniform
temperatures. Once the matrix is �45 min from being ready to
run, the supercooler is charged with liquid nitrogen. The LCF
valve is opened for a short period of time prior to initiation of the
full experiment to prechill the lines. When all the external systems
are at the operating point, the main supply tubes are loaded and
the rotor is brought up to speed in the vacuum of the dump tank to
a value below the operating point. The power to the combustor
emulator is turned off, and the cooling supply and DAS are armed.

The firing sequence begins when the fire switch is pushed to
start an automated timing circuit. The first valve to open is the
LCF. This supplies coolant that chokes at two points in the sys-
tem: at the main mass-flow setting venturies and also in the blades
and vanes at the cooling holes �or close to them� since the tank
and the rig are in a vacuum. Then after a brief delay, usually on
the order of 1 s, the timer opens the main tunnel fast-acting valve
to initiate the primary airflow. This valve closes after �150 ms
and is followed by the closure of the LCF valve, completing the
experiment.

Several different A/D systems are required to monitor all of
these events. One of these, a standard National Instruments PCI-
6071 board based unit, is used to measure the temperature of the
combustor emulator, LCF, and cooling tube temperatures. This
runs continuously over the course of the day, sampling about once
every 5 s, displaying the data, and storing it to a file, monitoring
the development of the pre-experiment conditions. The trigger
point is marked on this record in order to synchronize these data
with the other high-speed data files.

A second National Instruments system �also using 6071 boards�
is used to monitor the LCF tank pressure, and cooling tempera-
tures, and rake conditions during the main experiment. This col-
lection of data is usually sampled at between 5 KHz and 10 KHz,
and the data is stored to a file, which covers the entire time the
LCF is activated. Over 96 National Instruments based channels
are used in the monitoring of these systems.

The main data acquisition systems �512 channels� are used just
for the 200 ms that the TTF is activated. Data acquisition rates
vary from 100 KHz to 2 MHz depending on the individual chan-

nel settings. All blade and vane data are collected on these sys-
tems so that blade passing frequency and its harmonics can be
resolved.

5.2 Results for Cooled Experiment. As mentioned previ-
ously, the focus of Part I has been on the experimental apparatus
and how the cooled experiments are performed. Part II �5� focuses
more on the measurements obtained for the film-cooled turbine
stage, and readers are directed there for more detail regarding the
pressure and heat transfer data on the vane and blade. The purpose
of the remainder of this paper is to examine the measurements
obtained that are specifically applicable to supporting compo-
nents, the combustor emulator, the cooling system, and initiation
of the experiment.

The operating point for the data presented in this paper is pro-
vided in Table 1. This is a low Reynolds number case and was run
with a low mass flow ratio to check for overall system accuracy
since this represents one of the more difficult cases to operate.

In Table 1, the rig set point was the desired condition and the
rig operating point is the conditions at which the data were ob-
tained. Traditionally, multiple runs can be made to make the op-
erating point coincident with the set point by changing the choke
valve to mach the pressure ratio, and changing the chokes in the
cooling lines to balance the mass flows and temperatures. At this
operating point, the mass flow accuracy for the cooling flows was
approximately 0.02–0.04 Kg /s, depending on the circuit, which
translates into an overall accuracy of �0.8% of the core flow �or
�5% of the total coolant flow�. The uncertainty arises from dif-
ference in the mass flow as measured out of the coolant tank
�using an isentropic blowdown model, and the measurements at
the vanes and rotor locations�. The sources may be due to varia-
tions in the total coolant hole area of the blades, slight instrument
error, or leaks. Whatever the source is, the overall accuracy is
relatively good, given the low mass flows involved, and probably
represents the realistic limit on how accurately the cooling mass
flow can be measured. Although the overall accuracy does not
tend to scale with the mass flow and will stay approximately con-
stant as the mass flows are increased, at engine operating condi-
tions, the accuracy of the mass flow as a percentage of the core
flow should be improved. In this particular case, the vane outer
mass flow was substantially less than originally designed. The
other variations are due to slight increases in the cooling tempera-
tures that are a result of the low mass flow rates.

Figure 10 illustrates the combustor emulator temperature his-
tory during the heat-up period. In this case, there was a computer
glitch and the acquisition system had to be restarted at about
80 min. One can see that the average temperature in the combus-
tor emulator matrix rises in �1 h to a peak of 500 K.

The conditions for this run were for a low Reynolds number
case, and the temperatures were set specifically low. At the peak
heating rate �70 min�, the variation in the matrix �highest to low-
est temperature� is �175 K. At 70 min, the core heaters are low-
ered and the edge heaters remain powered �they would be off for

Table 1 Operating conditions

Property Rig operating point Rig set point

Total pressure ratio 3.672�0.085 Not available
Corrected speed �rPM� 9719 9719
Tcore /Tmetal 1.39 1.40
Tcooling /Tmetal 0.883 Rotor=0.893

Vane inner and
outer=1

Mass flow ratio �vane
inner to vane outer�

1.816 2.44

Mass flow ratio �vane
inner to rotor�

1.057 1.03

Reynolds number �Re� 17.6�106 17.15�106
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a hot streak profile� and the uniformity improves until 120 min
where the power to all the core heaters are turned off. The matrix
becomes rapidly more uniform over the next 30 min, dropping to
a peak variation of �24 K. Over the next hour or so, the matrix
equilibrates to the final range of �5.5 K.

Time histories of the inlet and exit rake temperatures are shown
in Fig. 11 covering the time period of the entire 4000 ms that the
LCF was activated. Data sampling is initiated when the LCF re-
ceives its trigger to start the cooling flow. At this time, there is
already a small difference in the rake temperature, with the up-
stream rakes �4 K higher in temperature than the downstream
rakes. This is attributed to radiation heating of the thermocouple
coming from the combustor emulator. By �500 ms, one can see
the downstream rakes stabilizing at �275 K. This is due to the
�10% mass flow coming from the LCF and exiting through the
blade and vane cooling holes. In this case, the main TTF valve is
opened at 1500 ms, and one sees the sharp jump in the rake tem-
peratures that is associated with the core flow passing through the
heater. The main valve on the TTF has closed by 1700 ms, and the
thermocouples return to their initial temperatures until the cooling
system is closed at �3000 ms, where the temperatures come
together.

During the main experiment, the corrected speed remains con-
stant to about �1% over four revolutions with the design point
occurring at 128.85 ms �or 1628.5 ms on the scale in Fig. 11�, as
shown in Fig. 12.

The flow path total pressure upstream of the vane inlet and
downstream of the rotor exit are shown in Fig. 13 along with the

stage total-to-total pressure ratio during the test time period. All of
these measurements are very constant during the flow period of
interest �118–140 ms�. The upstream and downstream flow path
temperatures obtained from the rakes are shown in Fig. 14 and are
also uniform over the time period of interest, 118–140 ms. Fig-
ures 11–14 demonstrate that the overall operation of the experi-
ment can be controlled very well. The relatively small variation
from the design point pressure ratio is easily corrected by chang-
ing the choke position.

The final figures are presented to illustrate the measured inter-
nal cooling pressures and temperatures. Figure 15 shows a time
history of the normalized pressure, scaled in this case by the rig
operating point pressure to obtain reasonable values before the
core flow starts �Plocal / POP� for several different internal pressure
transducers placed inside the vanes and blades.

Here, one can also see that the internal pressures are stabilized
by �100 ms, with the exception of the vane outer circuit, which
has not stabilized in pressure. The vane outer circuit feeds the
trailing edge, and this pressure history may indicate that mass
flows in each circuit are not balanced correctly. While the pressure
in the outer vane circuit is still rising, the changes during the data
window are small. Thus, the primary effect of not being balanced
in the mass flows is a variance in the operating point from the
experimental goal as outlined in Table 1. A slight change in the

Fig. 10 Overall matrix temperature

Fig. 11 Cooling experiment time history

Fig. 12 Corrected speed variation

Fig. 13 Overall stage pressures and pressure ratio

Journal of Turbomachinery APRIL 2008, Vol. 130 / 021015-7

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



choke �by means of drilling out the hole� in the outer vane coolant
line will increase the mass flow here substantially �see Fig. 8�.
This is primarily an indication that the effective cooling slot area
at the vane trailing edge is larger than anticipated. A more detailed
discussion of the blowing ratios and mass flows for this experi-
ment are given in Part II �5�.

As a companion plot, the vane and blade internal temperatures
are shown in Fig. 16. For this particular operational setting, the
mass flows were chosen to be low and the temperatures reflect
this, with perhaps a partial stalling of the flow during the experi-
ment in the vanes so that the flow slows down and becomes closer
to the metal temperature. However, the rotor maintains a higher
velocity because it faces a lower external pressure and thus does
not increase as much in temperature during the experiment. When
running closer to engine design conditions, the higher blowing
ratios are obtained by increasing the mass flow rates, which trans-
late into higher pressures in the cooling cavities and should be
reflected in smaller increases in coolant plenum temperatures.
Low mass flows result in higher coolant temperatures, and thus,
this represents a limit for these low Reynolds number conditions.
For the higher coolant mass flow rates, the coolant temperatures
will be lower due to reduced heat transfer to the coolant flowpath.

Part II �5� compares the time-averaged measured surface pres-
sure distribution with steady predictions for the vane and blade.
The reader is referred to Part II �5� for the vane data, but in this
part the interaction between the internal and external flow on the

blade will be shown as examples of the type of data that is now
available to the designer. In Fig. 17, the strong vane passing ef-
fects can be seen both on the external pressure transducers and the
internal transducers at some locations.

Figure 18 presents the power spectrum of all of the blade inter-
nal pressure transducers. A strong signal occurring at vane passing
frequency is clearly visible suggesting that the blade internal pres-
sure transducers see the acoustic waves from blade passing. This
plot also shows where the sensors are located �see Part II �5� for a
better description�, but one can see that the three sensors at PI1
location �PRIN33, PRIN34, and PRIN37� all have peak ampli-
tudes at �0.006, while the two sensors at PI4 �PRIN35 and
PRIN38� seem to dominate at about 0.009. This provides some
idea of the uniformity across different blades in the frequency
spectrum. When comparing these values to those of the external
pressure sensors �see Part II �5��, they seem small, but they are
still not insignificant. Abhari and Epstein �8� suggested that
around the leading edge, one could see interactions between the
internal and external flows, which is indicated here.

6 Conclusions
The goal of Part I was to document the basic experimental

approach, the goals of the measurement program, and the design
and implementation of the various new pieces of hardware re-
quired to perform a fully cooled turbine experiment. Flow path

Fig. 14 Rake temperatures at design point

Fig. 15 Cooling gas internal pressures

Fig. 16 Internal temperatures

Fig. 17 Normalized rotor pressures
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measurements have been presented as part of a fully film-cooled
turbine stage measurement program as validation of this approach
and as an example of the data that are now available from these
experiments. The second part of this paper concentrates specifi-
cally on the surface pressure and heat flux measurements obtained
for the vane and blade surfaces for locations throughout the stage
and comparisons of these measurements with predictions.

Measurements presented here for the fully cooled high-pressure
turbine stage demonstrate that such measurements can be success-
fully performed under controlled laboratory conditions. In addi-
tion, the measurements presented demonstrate that the flow path
conditions are uniform over the operating range of interest.
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Nomenclature

Experimental Parameters That are Set
PR � pressure ratio measured at rake locations,

PT,inlet / PT,outlet
TRcore � core to wall temperature ratio, TT,inlet /Tmetal

Ncorr � corrected speed, Nphy
�Tref /TT,inlet �rpm�

TT,inlet � total temperature at inlet rake
Tref � reference temperature, 288 K �519 R�

Nphy � physical speed of the turbine
FF � flow function, ṁ�Pref / PT,inlet��TT,inlet /Tref

Pref � reference pressure, 101.356 KPa �14.7 psia�
TRx � cooling to wall temperature ratio at location x,

TT,inlet / Tx
Mrx � mass flow fractions, ṁx / ṁcore
BRx � blowing ratio,

��x /����ux /u��⇒ �Px / P��
��Max /Ma�����x /����R� /Rx��T� /Tx�

Ma � local Mach number
OTDF � temp profile, Tlocal−Tmean / Tmean−Twall
RTDF � temp profile, Tradial−Tmean / Tmean−Twall

Tradial � temperature at a given radial location averaged
circumferentially

Re � Reynolds number, �ṁ /A��1 /	�L
A � choke area
L � characteristic length �1 m�

Experimental Parameters That Are Measured

Net Heat-Flux Reduction

qr � 1− �qf� /q0��, q̇f� /q0�� �heat flux of film cooling�/

�heat flux without cooling�
Adiabatic Film Effectiveness

�ad � �Tr−Tad� / �Tr−Tc�, Tc is temperature of coolant
Tr � adiabatic recovery temperature without film

cooling
Tad � film-cooled adiabatic surface temperature
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Aerodynamic and Heat Flux
Measurements in a Single-Stage
Fully Cooled Turbine—Part II:
Experimental Results
This paper presents measurements and the companion computational fluid dynamics
(CFD) predictions for a fully cooled, high-work single-stage HP turbine operating in a
short-duration blowdown rig. Part I of this paper (Haldeman, C. W., Mathison, R. M.,
Dunn, M. G., Southworth, S. A., Harral, J. W., and Heltland, G., 2008, ASME J. Turbom-
ach., 130(2), p. 021015) presented the experimental approach, and Part II focuses on the
results of the measurements and demonstrates how these results compare to predictions
made using the Numeca FINE/Turbo CFD package. The measurements are presented in
both time-averaged and time-accurate formats. The results include the heat transfer at
multiple spans on the vane, blade, and rotor shroud as well as flow path measurements of
total temperature and total pressure. Surface pressure measurements are available on the
vane at midspan, and on the blade at 50% and 90% spans as well as the rotor shroud. In
addition, temperature and pressure measurements obtained inside the coolant cavities of
both the vanes and blades are presented. Time-averaged values for the surface pressure
on the vane and blade are compared to steady CFD predictions. Additional comparisons
will be made between the heat transfer on cooled blades and uncooled blades with
identical surface geometry. This, along with measurements of adiabatic wall temperature,
will provide a basis for analyzing the effectiveness of the film cooling scheme at a number
of locations.
�DOI: 10.1115/1.2750678�

1 Introduction
Part I �1� provided the background to this experiment, including

the past experimental work that showed the complexity of full
rotating cooling experiments. The changes that have been made to
The Ohio State University �OSU� Gas Turbine Laboratory Turbine
Test Facility �TTF� to support the cooling experiments were de-
scribed. In addition, Part I �1� reviewed some of the lineage of the
computational aspects of turbine cooling analysis and the need for
design code validation. Part I �1� also described the experimental
goals of this effort and the relationship among film cooling mea-
surements, combustor temperature profiles, and turbulence mea-
surements through a five-phase experimental approach. As such,
none of this discussion will be repeated here. This paper examines
the details of an experiment performed at a low Reynolds number
condition. Data provided include the internal cooling pressures
and temperatures corresponding to the external surface pressure
and heat flux throughout a single-stage fully cooled turbine oper-
ating at design corrected conditions. The data are useful to those
interested in the interaction between the internal cooling flow and
the external flow field in a realistic environment. In addition, those
individuals who are currently developing advanced cooling mod-
els may also find these results of interest. Steady-state predictions
using a commercial design code are provided as a reference. This
data set represents the largest set of cooling data obtained for a
rotating turbine stage to date available in the public literature.

1.1 Experimental Setup. The turbine used in these experi-
ments is a modern high-pressure turbine stage manufactured by

Honeywell Engines. It is a single-stage transonic machine with a
moderate pressure ratio. The rig configuration in the area of the
turbine stage is shown in Fig. 1.

In this experimental setup, there are three separate cooling
streams �the rotor, vane inner, and vane outer�, all of which can be
controlled externally. The cooling streams share a common supply
source with mass flow to each circuit limited by venturi chokes.
Small changes occur in the supplied conditions at the vanes and
blades due to different internal losses in the piping. It is also
possible to control the relative temperature between the streams
by changing the length of the connecting tubes. This system uti-
lizes a set of bearings on each side of the rotor and two slip-ring
units �500 wires total� to obtain the rotating measurements. More
details of the rig and its operation are given in Part I �1�.

1.2 Instrument Locations. The stage is heavily instrumented
with an emphasis on the blades. The vane is instrumented at 50%
span with both heat-flux gauges and pressure transducers and with
film heaters so that the wall temperature can be set for individual
experiments in order to obtain the adiabatic film-cooled wall
temperatures.

Twenty-two of the thirty-eight rotor blades carry some type of
instrumentation. A list of what is available is provided in Table 1.
Several measurements were repeated on different blades to check
for uniformity within the stage and also to provide some measure
of redundancy.

The vane has 16 pressure transducers mounted at 50% span
with 8 on the pressure surface, 7 on the suction surface and one
repeat location. The internal pressures are mounted in the endwall
areas of the vane ring. The internal temperatures are mounted in a
similar location. The vane also has 16 heat flux gauges mounted at
the 50% location in locations similar to the pressure transducers.

The blade has a much more complete instrumentation package,
as shown in Table 1. Four internal thermocouples are mounted at
the root of the blade measuring the gas temperature entering

Contributed by the International Gas Turbine Institute of ASME for publication in
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chamber 2 �see Fig. 2�. Cartridge heaters are installed in the un-
cooled blades in order to obtain the uncooled adiabatic wall tem-
peratures. Two of the film-cooled blades have HFGs located in the
recessed tip. The stationary shroud �or blade outer air seal� is also
instrumented with HFGs and pressure transducers.

A sketch of the blade cooling system is shown in Fig. 2 �not to
scale�. The main features of this configuration are that the cooling
flow enters two main chambers �2 and 3�. The flow in chamber 2
exits through chamber 1, where it feeds cooling rows B–F. The
cooling flow enters chamber 3, moving hub to tip, then feeds
chambers 4–7 before it exits out the trailing edge, feeding cooling
rows A, G, and H along the way. In chamber 4, the flow moves
from tip to hub, and in chamber 5, it moves from hub to tip, and
the pattern repeats itself �see Fig. 2 for flow direction�. Internal
pressure transducers are mounted in each chamber with the excep-

tion of chamber 7 �due to size restrictions�. The internal pressure
measurement in chamber 1 is repeated on several blades to verify
uniformity.

2 Experimental Conditions

2.1 Stage Conditions. The operating point for the reported
measurements is a low Reynolds number case matching the
proper design corrected speed and flow function. The coolant
mass flows were set to the lowest cooling mass flow case of in-
terest to verify the overall resolution of the system by looking at
low heat transfer rates. The overall operational condition was pro-
vided and discussed in more detail in Part I �1� and is shown in
Table 2 as a reference. Note that the experimental Reynolds num-
ber �which is provided using a reference length of 1 m and is
based on the mass flow through the machine, is a little less than
half the design Reynolds number, showing that this is a low Rey-
nolds number case, as intended.

The overall mass flow rates were reduced from the nominal
condition for this experiment, while maintaining the ratios of each
coolant stream. The overall temperature ratios were reduced as
well, which led to a reduction of the heat transfer loads. Most of
the properties were maintained with the exception of the vane
outer mass flow, which was lower than expected. Since this ex-
perimental condition was a verification point for the overall sys-
tem resolution, the low vane outer mass flow is not an issue.

2.2 Data Reduction. The primary data reduction procedure is
fairly standard. The high-frequency data are sampled at 100 KHz
and is acquired using 45 KHz Butterworth anti-aliasing filters.
The pressure transducers are calibrated through the entire data
recording system against a Heise HPO 150 psia �0.05% accurate�
pressure standard just prior to the experiment by pressurizing the
dump tank containing the entire rig. Pressure transducers are
checked for any large rotating effects by examining the initial
pressures before the external flow reaches the sensors. The span-
wise averaged inlet total pressure �five pressure sensors per rake�
is generally used to normalize the local pressure measurements for
presentation purposes. No other processing �such as external fil-
tering or averaging� is performed.

The heat-flux data are primarily acquired using double-sided
Kapton sensors. These use a different numerical technique to cal-
culate the heat flux compared to the standard Cook-Felderman
technique used to generate heat flux from semi-infinite heat trans-
fer situations involving single-sided sensors. The numerical tech-
niques are not new and have a long history, starting with Skinner
in 1960 �2� and progressing to Oxford in 1980 �3�. In 1985, Ep-
stein et al. �4� implemented this procedure numerically at MIT in
support of the double-sided Kapton sensors that were being devel-
oped. This technique was modified and combined with the tradi-
tional Cook-Felderman techniques and calibrations used with the
single-sided sensors used at Calspan in 1994 by Weaver et al. �5�.
At OSU, these techniques have been refined and modified to sup-

Fig. 1 Sketch of flow path in vicinity of stage

Table 1 Rotor instrumentation locations

Span
�%�

External
press

�cooled�

Internal
press.

�cooled�

External
HFGs

�cooled�

External
HFGs

�uncooled�
Internal
temps

0 4
15 14
50 17 11 43 9
90 14 20 12

Fig. 2 Blade internal cooling passage sketch „not to scale,
with internal pressures…

Table 2 Operating conditions

Property
Rig operating

point Rig set point

Total pressure ratio 3.672�0.085 Not available
Corrected speed �rpm� 9719 9719
Tcore /Tmetal 1.39 1.40
Tcooling /Tmetal 0.883 Rotor � 0.893

Vane inner and outer � 1
Mass flow ratio
�vane inner to vane outer�

1.816 2.44

Mass flow ratio
�vane inner to rotor�

1.057 1.03

OTDF max 2.9% 0% �uniform�
Reynolds No. 17.6�106 17.15�106
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port a wider variety of sensors and have been incorporated into
standard LabView code as described by Cohen �6�, where a more
detailed explanation of how the algorithms work can be found.

Like the pressure data, the heat-flux data were all sampled at
100 KHz with anti-aliasing filters applied. The data were acquired
using constant current power supplies, which have a 1% roll-off
point in the several hundreds of kilohertz range. Heat-flux data are
derived quantities that are based on the temperature time histories
of the sensors and gauge material properties.

It is important to note that unlike single-sided gauges, double-
sided gauges require that both the top and bottom gauges function
properly to obtain heat-flux data. In addition, the end product of
interest is the net heat-flux reduction as defined by Bogard’s group
at the University of Texas �7�

�qr = 1 −
qf�

q0�

qf� = heat flux in presence of filmcooling

q0� = heat flux without cooling

Calculating this value requires four functioning sensors at the
same location �top and bottom cooled, and top and bottom un-
cooled�. Even more challenging is the local adiabatic surface tem-
perature that must be determined for more detailed analysis of the
cooling flows, such as derivation of the heat-transfer augmenta-
tion factor and adiabatic film effectiveness as proposed by Abhari
�8�

� =
Nufc/Nu0

1 − ��ad

� =
heat transfer coefficient �cooled�

heat transfer coefficient �uncooled�
=

hfc

h0

� = nondimensional coolant temp =
�Tr − Tc�
�Tr − Tw�

�ad =
�Tr − Tad�
�Tr − Tw�

Tr = adiabatic recovery temperature without film cooling

Tad = film-cooled adiabatic surface temperature

Tc = temperature of coolant

Nux = Nusselt number based on blade axial chord

Inlet total temperature and thermal conductivity at wall

The local adiabatic surface temperature is usually derived via sev-
eral independent experiments by changing the wall temperature,
measuring the local heat flux, and extrapolating on the data to the
wall temperature at zero heat flux. At a minimum, this usually
requires three experiments to achieve. Thus, the same four gauges
must function over three different experiments in order to produce
one part of this data set. The challenge imposed by cooling ex-
periments is not just understanding the flow, but also ensuring that
all the instrumentation survive in a usable fashion to get the most
from the data set.

2.3 Time-Averaged Versus Time-Accurate Data. Data pre-
sented in this paper will focus on both the time-averaged and
time-accurate components. The procedure for processing the data
has been described extensively by Haldeman �9� and will not be
described in great detail here. The main implications are that all
the data acquired are time-resolved data and that basic numerical
processing is done over parts of the data �the data window� to
obtain the information used for the analysis. Most of the defini-

tions are straightforward, but one point that will be re-emphasized
is that there are often many ways to characterize the time-resolved
data. Power spectrums of the data are obtained, and the ampli-
tudes of the signals at the fundamental frequency �blade or vane
passing� are often used as indicators of the time-resolved data.
However, as pointed out by Haldeman et al. �10,11�, this can lead
to an underprediction of the amplitude due to the fact that many of
the higher-order harmonics contribute to the overall shape of the
unsteadiness. Thus, the alternative of using the envelope magni-
tude �the average maximum minus the average minimum when
the data are ensemble averaged� will also be used to provide an
estimate of the unsteady effects.

The pressue envelopes are created by splitting a revolution �or
multiple revolutions� of data up into the appropriate number of
passages �if looking at blade data, then it would be the number of
vanes�, and then combining all the passages together to get an
average value. For ease of viewing the passage is repeated so that
one sees two passages together. More details on this method can
be found in �9�.

2.4 Uncertainty Analysis and Data Accuracy. Throughout
this paper, the data will be presented with range bars, which may
imply different connotations based on what information is trying
to be presented. In each figure, though, there may also be a state-
ment of the individual sensor accuracy based on error propaga-
tion, calibration accuracy, etc. The basic definitions for the data
presented in the range bars will be shown below, as well as the
derivation of the calibration accuracy for the different measure-
ments. Each figure will describe which type of range bar is being
used.

�a� Unsteady envelopes—having the range bars indicate the
unsteady envelopes helps show the impact of unsteadi-
ness on the data, as in the averaging procedure all the
nonharmonic noise is canceled out and only the enve-
lopes are left.

�b� Standard deviation of the average—when the range bars
are used in this manner they describe the stability of the
variable, but not its absolute accuracy. One has to be
careful here in that often the unsteadiness will dominate
these ranges. In some cases, what is plotted is the tradi-
tional 95% confidence limit of �2 standard deviations,
which provides a much closer estimate for the real range
of the data. Performing a pure maximum minus minimum
range is subject to over estimation due to spurious nose in
the signals.

�c� Accuracy range—this takes the propagated measure-
ments and calculates the accuracy of the derived property
using a standard method of root sum squares �rss�. With
lots of data, one can statistically do this, checking for
Gaussian distribution and then creating a standard devia-
tion of each property, which provides a confidence limit
on the resultant �e.g., the resultant is x�2*y, to within
95% confidence limit�. However, with smaller amounts
of data, the accuracies are generally stated as limits and
then propagated to provide a final answer, which is the
method used here.

As multiple runs are developed over the course of the main
experimental matrix, the uncertainties from individual runs, such
as shown here, become the weighting factor as values are com-
bined to derive a weighted average for the experimental condition.
The range on this value is then checked against the propagated
uncertainties of the individual components to assure there are no
missing parts of the process �as shown by �9��. Thus, although the
values shown in this paper are for a single run, they will form the
basis of the uncertainty analysis in the future.

2.4.1 Pressure Accuracy. For the measurements presented in
this work, the pressure sensors were calibrated before the experi-
ment, in the facility against a Heise HPO 1034 KPa �150 psia�

Journal of Turbomachinery APRIL 2008, Vol. 130 / 021016-3

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.05% accurate pressure sensor. In addition, prior to the experi-
ment, the sensors had been calibrated many times looking for
long-term stability. Overall pressure accuracy is �1 KPa
��0.15 psia� over the calibrated range of the sensors of
0–310 KPa �0–45 psia�. This accuracy is generally a worst case,
with most of the sensors providing improved accuracy. Given the
input total pressure, the overall calibration accuracy �including the
stability of the A/D system and the power supplies, the overall
accuracy in terms of inlet total pressure is about �0.005, or
�0.5% of inlet total pressure. This value can be compared di-
rectly to the range bars on the pressure data given in the figures.
For Fig. 5, which has the data presented in terms of the coolant
supply pressure, the value is 0.004 �since the coolant supply pres-
sure is higher�.

2.4.2 Temperature Accuracy. For the Kapton heat-flux sen-
sors, linear calibrations were used which generally result in a
calibration accuracy of about �0.3 K over a range of 300–380 K.
The Kapton sensors are nickel-based and exhibit a relatively large
quadratic behavior when compared to our more traditional Pyrex®

sensors, which would be accurate to �0.1 K over this same range.
In the future, quadratic calibration may be employed to improve
the overall accuracy if needed. However, as will be shown in Fig.
10, all the heat-flux sensors were within �0.5 K of each other at
the beginning of the experiment �when the rig was at a constant
temperature�, which supports the overall claim of the �0.3 K ac-
curacy of the calibrations when one accounts for small variations
of initial temperature in the rig.

2.4.3 Heat-Flux Accuracy. Even with gauges perfectly cali-
brated for temperature, the conversion to heat flux requires several
parameters that are a function only of the gauge material and the
installation. In practice, these calibrations are difficult to charac-
terize, having first been attempted by Epstein et al. at MIT �4�.
More recently, Murphy �12� revisited this problem and proceeded
with some alternative procedures to calibrate the current group of
sensors at OSU. The values reported by Murphy are used for the
reduction of the measurements reported.

Although Murphy found that overall calibration accuracy was
about � 5% of reading for the current set of gauges over the range
of Reynolds number typically used in a turbine measurements, the
main source of time-dependent variation �as shown later in Fig.
11� comes from numerical noise. Cohen �6� spent considerable
effort investigating techniques that could be used to reduce the
noise generated by the numerical schemes. Traditionally, multiple
runs are used to quantify the variation in the time-averaged value
of the heat flux. For previous experiments, the range bars, indi-
cated by � the standard deviation of the data, tended to overesti-
mate the error in the repeatability of the sensor. For the data
reported, this range will be plotted with the 5% accuracy value
included in the plot as a reference value. Propagating this uncer-
tainty into an uncertainty in the net heat flux reduction parameter
results in an uncertainty of �7.1% of reading

3 Computational Information
The goal of the computational study is to verify and calibrate

the CFD code and associated modeling being used against the
measurements. The CFD code, FINE/TURBO, is a Reynolds-
averaged Navier-Stokes �RANS� based code capable of making
steady or time-accurate calculations; in this paper only the steady
results will be presented. More background information on the
CFD code is provided in Sec. 3.1, as well as a discussion of the
implementation procedure �as opposed to the computational mod-
eling�. The objective was to obtain pressure-loading predictions
for the full stage HPT and compare to the experimental data as a
means of providing confidence in the code’s prediction capabili-
ties before beginning the heat transfer predictions and compari-
sons. Subsequently, the goals of the computational study are pro-
vided and future plans for the CFD analysis are discussed.

3.1 FINE/TURBO Background. The CFD analyses used NU-
MECA’s time-accurate and steady code, FINE/TURBO. As the name
indicates, FINE/TURBO is a code configuration specialized for tur-
bomachinery. The flow solver is a multipurpose code for 2D and
3D flows in complex geometries and utilizes the Reynolds-
averaged Navier-Stokes equations. The preprocessor, solver, and
post-processor are bundled into one software system, FINE, which
is capable of completing the simulation from grid generation to
visualization.

The CFD analyses used the steady, 3D, viscous code that solves
the RANS equations in Cartesian coordinates. The flow solver is
capable of treating flows that can be modeled as inviscid �Euler�
or as viscous �laminar or turbulent Navier-Stokes�, but only the
turbulent Navier-Stokes model is used for this work. The turbu-
lence model used is the k-� extended wall function model. For this
k-� model, the y+ value should be in the range of 15�y+�100.
The y+ range used varies from 0 to 140 with the majority of the
values within the desired range �15–100�. The y+ values tend to be
higher within the tip region, which is where the values over 100
are all occurring. This should not raise concern as the tip clear-
ance flow consists of thoroughly sheared vortical fluid that under-
goes significant acceleration and is therefore quite different than a
standard boundary layer. More details of the FINE/TURBO code can
be found in Hakimi �13�.

3.2 Computational Modeling. The meshing process for the
set of multiblock grids is quite sophisticated. The inlet and vane
blocks are made of HOH-mesh grids using the FINE/IGG AutoGrid
automated meshing tool. The blade block is made of an H&I-mesh
grid also made in AutoGrid. An external grid process was devel-
oped at Honeywell to automatically create tip cavity, tip cap, and
plenum blocks. These blocks are all O-mesh grids and among
these three blocks shown in Fig. 3, there are 165,039 cells in the
blade tip alone. The vane consists of �271,000 cells, and the
blade, not including the tip region, contains over 269,000 cells, for
a total of over 730,000 cells making up the entire model shown in
Fig. 4. The cooling flows and rim leakage flows were introduced
as source terms in the model. The model boundary conditions
were obtained from the measured data set, which uses a uniform
inlet total temperature and total temperature condition.

3.3 CFD Future Plans. The initial predictions and compari-
sons made were the pressure loading on the vane and blade. The
steady data were extracted from the CFD, and solution results
indicated that changes in the grid refinement and replacement of
generic boundary conditions with the measured boundary condi-
tions were required to match the experimental measured stage
pressure ratio. Both adiabatic and isothermal cases have been run
with cooling and without cooling, but the cooling cases are being
examined further due to unexpected behavior with the blade
suction-side predictions. A new release of FINE/TURBO has an up-
date to the cooling injection model that may influence the solution

Fig. 3 Blade tip grid blocks „O-mesh…
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results. Upon completion of the steady model, the time-accurate
model will be run using the same set of adiabatic, isothermal,
cooled, and uncooled cases.

4 Data and Analysis

4.1 Internal Pressures and Temperature. The internal rotor
pressures provide an interesting measure of the effect of rotation
on the internal cavity pressures. Two conditions were compared,
one with the rotor operating at design corrected speed, and a sec-
ond with the rotor stationary. In both cases, the data were exam-
ined when the rotor was in a vacuum and there was no external
flow �thus, the coolant flow was choked at the cooling holes, as
well as at the mass-flow metering point�. The blade internal cool-
ing pressures were normalized by the source coolant supply pres-
sure, accounting for variations in the temperature between the
cases. The reduced data are shown in Fig. 5. The range bars rep-
resent �2 standard deviations of the data, which represent the
realistic range of the data, and are small and difficult to see on this
plot. As a comparison, the maximum range one would expect the
pressure to deviate due to calibration is �0.004 �see Sec. 2.3� and
is shown in the box in the figures. One can see that while the data
seem stable enough from the range bars over the time averaged,
the spread in data at location PI1 can be explained by calibration
accuracy.

The internal pressure locations �see Fig. 2� have been indicated
as a function of wetted distance. Toward the leading-edge area
��20% WD�, where the blade is thickest, the biggest effect of
rotation is observed. For transducers mounted on the pressure side
of the blade �PI8 and PI4�, rotation causes the pressure to increase
by �2% of the supply pressure, which is on the order of �7 KPa
�or 1 psi� for the data presented in this paper. For the sensors
mounted on the suction surface �PI1�, the rotation decreases the
pressure. As the blade thins out on both the suction side and

pressure side, the rotation effects are not as measurable. In the
stationary case �black�, PI1 and PI8 are expected to be the same
value and the maximum seen in the blade. In the sensor locations
that show the largest shift due to rotation �PI4, PI1, and PI8�, these
shifts are larger than can be explained by the worst-case calibra-
tion accuracy range, indicating that this effect is real.

The internal temperatures were provided in Part I �1�, and the
discussion here will focus on the blowing ratios and mass flows
for this experimental condition at one location on the blade as an
example of the calculation. The blowing ratio is given as

BRx =
	xux
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⇒
PxMx

P
M


��xR
T


�
RxTx

This implies that one needs the Mach number distribution
around the blade �which is not directly measured but that can be
inferred from the external pressure distribution and/or obtained
from a CFD calculation�. For the rotor suction-side hole at �45%
wetted distance �the “Gill” row�, the blowing ratio based on the
current conditions for this run was �1.07 with an uncertainty of
��10% based on an error propagation of the basic variables.
This uncertainty analysis includes the combined calibration accu-
racy, prediction stability �Mach number�, and signal quality. As
described earlier, the blowing ratio at this location was low com-
pared to the design point value of 1.44.

4.2 Vane

4.2.1 Vane Pressure. The vane time-averaged internal and ex-
ternal pressures are shown in Fig. 6 along with the external pre-
dictions. An arbitrary reference pressure has been used to normal-
ize the data in Figs. 6 and 7 only; other plots use the inlet total
pressure for the normalization factor.

The range envelopes represent the unsteady envelopes taken

Fig. 4 Entire meshed model, including blocks for inlet, vane,
blade, and tip grids

Fig. 5 Rotor internal pressures

Fig. 6 Vane Time-average pressures 50% span

Fig. 7 Vane time-average predictions, various spans
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over one revolution of data as described earlier. In addition, the
calibration accuracy is also shown on the plot. Figure 6 shows that
most of the periodic blade effects are evident at the trailing-edge
side of the suction surface from �50% wetted distance back to the
trailing edge. To provide a reference, the approximate cooling-
hole locations are shown as well. The pressure measurements at
the vane inner and outer plenum locations are shown on the plot in
red �bold� at the main points of injection �the shower-head area,
0%WD, and at the trailing edge, −90%�. The cooling pressures
are given as point locations, but it is important to note that the
injection occurs at multiple locations. The vane outer plenum in-
jects at the trailing edge, which covers an area from −90% to
−100% wetted distance on the pressure side. The vane inner ple-
num is shown at 0%, the showerhead forms an area about �10%
of wetted distance around the leading edge, and there are cooling
holes that go from −40% to �20%, all of which are fed by this
plenum.

A close examination of Fig. 6 shows that on the pressure sur-
face toward the leading edge, there is a small discrepancy between
the prediction and the data, which is not typically seen on the
vane. This is the area of the cooling holes, and since the current
prediction is uncooled, it suggests that the cooling flow may have
an influence on the external pressure distribution ��2.3% at
−25%WD�. At these pressure levels, this represents a difference
of �4.75 KPa �0.7 psia� and while measurable is small. Future
experiments will investigate this deviation, since it is close to the
maximum error expected due to calibration accuracy. Since pres-
sure measurements were only collected at one vane span location,
the behavior at different spans must be investigated through CFD
predictions alone. Figure 7 shows that the pressure distribution
undergoes some significant changes at different spans over the last
half of the blade on the suction surface, which is also the area of
the largest unsteady envelopes. It is important to note that, like
their uncooled counterparts, the cooled transonic vanes have large
periodic pressure fluctuations in this area, especially when com-
pared to their local pressure values. At 50% wetted distance, the
pressure fluctuation level is about �25% of the time-averaged
value.

The unsteady pressure envelopes on the trailing-edge suction
side are shown in Fig. 8. At 32% wetted distance, there is no
coherent signal, but the shape becomes very pronounced at
51%WD before it shrinks back and then becomes larger again at
the trailing edge. This is not unusual for a choked vane, where one
sees much diminished action upstream of the choke point some-
where between 51% and 32% wetted distance on the suction sur-
face in this case. In addition, the amplitudes aft of the choke point
often increase or decrease, depending on the specific geometry of
the turbine stage, and this behavior does not seem to be a result of
the addition of cooling to the system.

In Fig. 8, the uncertainty estimates of the envelopes have been

omitted to aid in the visualization of the data. Some examples of
typical uncertainties for this type of procedure are shown in Hal-
deman �9�. Although the envelopes provide an overall description
of the time-dependent data in the time-domain, additional infor-
mation is available when examining the frequency content as
shown in Fig. 9 for the same four sensors.

Here, as in the envelope data, the transducer at 51%WD domi-
nates the spectrum at the fundamental frequency. All the transduc-
ers, from 50% aft to the trailing edge, show similar magnitudes in
the first and second harmonics. The frequency data for the
32%WD position are buried in the noise on this plot, showing no
clear frequency as would be anticipated since this location is for-
ward of the shock location.

The current CFD model predicts the time-averaged pressure
well over the vane surface, but being a steady solution, it cannot
pickup unsteady fluctuations, which are of interest for structural
and cooling issues.

4.2.2 Vane Heat-Flux and Temperature Data. By use of the
pre-experiment calibration, the individual heat-flux gauge tem-
perature history can be deduced and used to calculate the heat flux
based on a numerical algorithm outlined earlier. The gauge tem-
peratures �both the upper sensor, which is a measure of the film
temperature, and the lower sensor, which is close to the metal
temperature� provide an indication of how uniform the metal tem-
perature is at the design point �Fig. 10�.

In Fig. 10, the range bars on the data represent the �2 standard
deviations of the data over four revolutions. The scale of this
figure makes it difficult to see the range bars, which are buried
inside the symbols. The bars combine all the time-dependent ef-
fects �unsteadiness, noise, etc.� Figure 10 shows that the variation
in the lower �or metal� temperature becomes more pronounced
with distance from a cooling hole. The small range bars shows
that the temperatures are steady over this small time frame. Im-
mediately prior to arrival of the test gas at the turbine location

Fig. 8 Vane envelope shapes

Fig. 9 Vane pressure frequency domain data

Fig. 10 Vane 50% upper and lower gauge temperatures

021016-6 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�0–38 ms on Fig. 11� all of the heat-flux gauges were reading
within �0.5 K. Thus, the large temperature gradients shown in
Fig. 10 did not develop during the �1500 ms from when the
coolant was started to when the data was acquired. Therefore,
these gradients develop as a result of the film cooling. The overall
calibration accuracy of �0.5 K is stated on the plot, but it is
difficult to see on this scale.

Although the time-averaged temperatures at each location on
the vane are different at the design point �as expected since the
vane is cooled�, the time-dependent data over the entire course of
the experiment show that the system remains isothermal during
the main part of the experiment when the data are acquired.

Figure 11 illustrates the time history of both the upper and
lower temperature sensors along with the derived heat flux for a
location of 77.5% wetted distance on the vane. The initial com-
pression heating is evident from 40 ms to �70 ms after the initial
start of data acquisition �which is �1500 ms after the start of the
coolant flow; see Part I �1��. After �90 ms, the heat flux has
stabilized and the temperatures are relatively stable after
�110 ms. This provides a locally isothermal condition over as
many rotor revolutions as required for the analysis. The data re-
ported in Fig. 11 are for a sensor far away from the cooling holes.
However, a sensor sandwiched between two cooling-hole rows on
the pressure side of the vane also showed the same characteristics
�with the bottom and top sensor starting at the same temperature�,
and they are within 0.2 K of these values.

The vane heat flux for the 50% span is given in Fig. 12, which
shows that the heat flux is lower on the pressure side where the
gauges are more heavily influenced by the cooling holes. Note
that the differences in heat flux between the suction and pressure

surfaces are minimal at these low cooling rates. In addition, as
stated earlier, the overall accuracy of the sensor �about �5%� is
significantly less than the variation generated from the standard
deviation of the time-dependent data, and, thus, these range bars
are capturing a wide range of effects. The unsteady effects deter-
mined by a fast Fourier transform �FFT� show many characteristic
vane and blade passing frequencies in the data, but a detailed
discussion of the time-dependent heat-transfer data is beyond the
scope of this paper and will be addressed in the future.

4.3 Blade Shroud (Blade Outer Air Seal). The blade shroud
is a region of high unsteady pressure loading. From about 20% to
80% of the blade axial chord, the magnitude of the unsteady pres-
sure fluctuation is both large and reasonably constant. However,
the time-averaged pressure decreases over the same axial chord
region �because of work extraction�, increasing the importance of
the unsteadiness as shown in Figs. 13–15. The normalized shroud
pressures are plotted as a function of the blade axial chord in

Fig. 11 Time-dependent vane temperature data for gauge lo-
cated at 50% span and 77.5%WD

Fig. 12 Vane 50% heat flux

Fig. 13 Time-averaged rotor shroud pressures

Fig. 14 Rotor shroud pressure envelopes

Fig. 15 Rotor shroud time-resolved data
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Fig. 13.
The range bars represent the envelope size with the overall

pressure sensor accuracy shown. At �80% chord, the envelope
size is �20% of the vane inlet total pressure, and the time-
averaged value is only �27% of that pressure; thus, a variation of
almost 100% of the time-averaged value is occurring at this loca-
tion, illustrating the importance of the unsteady effects.

The unsteady fluctuations responsible for the range bars of Fig.
13 are shown in Fig. 14 for select locations. In this plot, only the
periodic signal is shown �the time-averaged value is subtracted
out�, which provides a good indication of how little the unsteady
signal changes over the main part of the shroud.

The leading-edge transducer �shown in red �bold�� is about one-
half the amplitude of the transducers at 59.1% and 78.5% axial
chord. The phase shift between the signals is due to the time delay
that occurs from the blade passing over one sensor and then the
other. Although the main amplitudes are similar for the different
sensors, higher harmonics are indicated at 59% and 78% sensors,
as shown in Fig. 15.

The higher harmonics are visible in the pressure data shown in
Fig. 15. Care is needed in interpreting the absolute value of the
fifth harmonic, since the anti-aliasing filters of the A/D system
may cause some attenuation. Future work will use the new high-
frequency spectral dynamics system to look for higher harmonics
�see Part I �1��.

4.4 Blade

4.4.1 Blade Pressure. The flow over the blade at 50% span is
much more complicated than for the vane. Figure 16 shows the
internal and external pressures at this location. The cooling-hole
locations are also marked. The range bars correspond to the un-
steady envelopes, and as compared to the vane, the envelopes are
large over most of the surface, with the largest being at �10%
wetted distance on the suction side. However, the magnitude of
the unsteadiness is relatively uniform along the entire pressure
surface, which is the region of minimum backflow margin. There
are multiple internal cooling pressure measurements at one loca-
tion, which is represented in some of the spread of the data at
�20%WD. The overall sensor calibration accuracy is also shown,
which is comparable to the relatively low level of the spread of
data for these sensors. These sensors calibrations are good, but at
these low levels the calibration accuracy may be the limiting
factor.

The current predictions capture the trend of the data but are
lower than the data by �3% of the inlet total pressure. The pre-
dictions and the data do separate at �70% wetted distance, and
unfortunately, the thin blades do not allow instrumentation further
toward the trailing edge for further comparison. The largest dip in
the prediction, just aft of the leading edge on the suction side,
corresponds to the area of highest periodic behavior. It is also

critical to remember that these predictions truly were “predic-
tions,” where the only data supplied to those doing the CFD were
the stage pressure ratio and inlet pressures and temperatures. No
refinement was done with the grid or modeling techniques to im-
prove the overall agreement. As such, it represents a fairly good
evaluation of how well a nontuned commercially available code
�both steady and uncooled� does at predicting the external aero-
dynamics of a cooled turbine. This does not imply that the predic-
tions cannot be improved, only that in the absence of any other
external information, this is the level of agreement one would
expect. The reader is left to evaluate whether this is good enough.

A cursory examination of the data reveals that the internal pres-
sure was less than the external pressure on the pressure side and
that main flow ingestion may have occurred at this operating con-
dition. However, as shown later in Fig. 19, the pulsation param-
eters are all positive. This is because in Fig. 16 the actual internal
pressures as measured by the sensors are plotted, and not the
pressure extrapolated to the exit of the cooling holes. Specifically,
the internal pressure at −50% �Fig. 16� corresponds to the location
in chamber 6 �Fig. 2�, which feeds the very last coolant hole row
at about −60%WD. Thus, one has to be very careful about where
the pressure measurements are located on these plots �physical
sensor location versus injection location�. This also shows the
advantage of running these low mass flow rates initially since the
data from those experiments often reveal issues with the experi-
ment and computations, which are easily masked at higher flow
rates.

Samples of the envelopes for the external pressures around the
leading edge are provided in Fig. 17. Here, one can see the very
large pressure fluctuations caused by the vane/blade interaction,
especially on the suction surface. The waveforms are complicated,
and frequency detail is given in Fig. 18.

A review of Figs. 17 and 18 shows that both the time and
frequency domains can be helpful. The fundamental blade passing
amplitudes for both the 6% and 15.5%WD locations are almost

Fig. 16 Blade 50% pressures „internal and external…
Fig. 17 Blade 50% time-resolved pressure data

Fig. 18 Blade 50% leading-edge frequency content
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7% of total inlet pressure. The first fundamental frequency is
missing at the 15.5%WD location, but is made up for in the
higher harmonics. It is this component that changes the shape of
the data in Fig. 17 and keeps the overall magnitude between the
6% and 15% wetted distances similar. The data at 23.5% show
that almost all the energy is split between the fundamental and
first harmonic. Higher harmonics are visible between 20 KHz and
the 50 KHz Nyquist frequency, but they are much smaller and
were not shown on this plot to bring out the resolution at the
lower frequencies. However, the time-resolved plot of Fig. 17 is
critical to designers who are looking for the integral effect over all
the harmonics and are trying to decide on how much cooling
margin is needed. Clearly, the values change, moving away from
the leading edge, and having the ability to design for the lower
margin toward the trailing edge of the blade is useful for higher
overall engine efficiencies.

Abhari �8� suggested that one way to look at the unsteady ef-
fects on cooling is to examine a “pulsation parameter,” which is a
measure of how important the unsteady effects are for a given
location. His definition of the pulsation parameter relied on using
the amplitude of the fundamental blade passing frequency as a
measure of the unsteadiness. As pointed out earlier, this can lead
to underprediction of the true unsteadiness since the higher har-
monics can contribute significantly to the overall envelope size.
Thus, the definition has been modified here to take the envelope
size as the measure of unsteadiness. The definition used is

�x =
envelope size

driving pressure
=

max − minenvelope

Pcoolant − Px

In this equation, the coolant pressure is taken from the cavity
driving the cooling hole immediately upstream of the sensor loca-
tion �x�. Figure 19 shows the change in pulsation parameter over
the blade surface.

In Fig. 19, the unsteadiness on the pressure side is far more
critical than on the suction side �as noted earlier�. Note that the
cutoff level for quasi-static behavior of 0.2 suggested by Abhari
�8� occurs from the pressure side all the way to �30% wetted
distance on the suction side. Figure 16 shows that the overall
unsteadiness remains essentially constant throughout the blade,
but that the driving pressure margin on the pressure side is small
for this current operating condition.

The predictions for the 15%, 50%, and 90% span locations are
shown in Fig. 20, which shows that on the pressure side of the
blade, the shape is similar between the different spans, but the
absolute levels vary by �10% of the vane inlet pressure. How-
ever, on the suction surface, the 15% pressure prediction is sub-
stantially different from the other two spans. Data from the pres-
sure sensors mounted at the 90% location were not available for
this data set due to a mechnical failure, but will be available in
future papers.

4.4.2 Blade Heat-Flux. Film cooling has a significant influ-
ence on the blade, even at these low flow rates. Figure 21 presents
the upper- and lower-gauge temperatures for the cooled and un-
cooled blades at 50% span. The two colors �shades� on the plot
represent the different cases �cooled and uncooled� and the open
round symbols are the metal temperature �or bottom sensor�.
Clearly, the largest change occurs on the suction side where the
uncooled film temperature is dramatically higher from the leading
edge to �50% wetted distance. However, the cooling effect de-
cays with increasing distance from the cooling holes. For Figs.
21–26, the range bars will not be plotted, since that tends to make
the figures confusing. The absolute accuracy of the temperature
measurements �such as for the vane sensors� is �0.3 K, and the
heat-flux accuracy is given as �5% of reading, as shown for the
vane �or �7500 W /M2 for the highest loading case on the blade�.

The heat-flux levels for all three span locations are shown in

Fig. 19 Pulsation parameter on blade, 50% span Fig. 20 Blade 15%, 50%, and 90% span steady pressure
predictions

Fig. 21 Blade 50% gauge temperatures „cooled and uncooled…

Fig. 22 Blade cooled heat flux „various spans…
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Fig. 22. The cooling-hole locations at 50% span are shown to
make the plot more readable. The suction side does not exhibit
much difference due to span. The 90% data ride slightly higher
than the 50% data. However, on the pressure side, there are sub-
stantial differences in the span data with the 90% span data head-

ing to high values by −50% wetted distance and basically stabi-
lizing, while the 15% and 50% spans achieve the same peak level,
then decrease.

This is due to the fact that the cooling hole locations at approxi-
mately −50%WD do not exist for the 90% gauges. The 50%
sensors see two cooling-hole rows, while the 90% see one �see
photographs in Part 1 �1��. Variations due to span are not uncom-
mon in uncooled stages, but the effects here may be aggravated by
the presence of cooling and gas migration. If that is the case, then
these loadings will change as the cooling levels change.

The 50% span data �Fig. 23� and the 90% span data �Fig. 24�
are examples of the effect of cooling on the heat-flux measure-
ments. The 90% span data indicates the film cooling gas is de-
taching from the blade immediately after the cooling holes on the
suction side and then reattaching at �40% wetted distance. On the
pressure side, there is no real difference at these levels after about
−50%WD, but there is an interaction closer to the leading edge.
This may also indicate some effects of tip leakage flows. The 50%
span data show similar results, but note that the heat flux drops
toward the trailing edge of the pressure surface for the 50% data,
but stays high at the 90% span location.

4.4.3 Blade Effectiveness. The overall net heat-flux reduction
can be plotted for both the 50% and 90% locations. The effective-
ness for the 50% location is given in Fig. 25 along with the cool-
ing hole locations. Figure 25 shows the effectiveness follows a
very linear path from its maximum value at �50%WD on the
suction side to having almost no effect at the trailing edge on the
pressure side. There is one outlier on this plot that occurs just
forward of the 50%WD hole. As mentioned earlier, the propa-
gated uncertainty for these values is �7.1% of reading, or on this
scale 0.056 for the maximum values that occur at 0.8.

To better understand this point, it is helpful to also examine the
heat flux data, shown in Fig. 26. From this plot, it can be seen that
the low effectiveness point in question comes from an extremely
low heat-flux level in both the cooled and uncooled cases. Thus,
the point may be an artifact of the particular test condition being
examined. A review of the instrumentation showed this sensor to
be functioning properly and thus no reason to discard the data
point. The 90% effectiveness is given in Fig. 27. Since there are
fewer cooling holes at this span location, the overall effect is
lower on the pressure side. It is also worth noting that both the
90% and 50% spans tend to be most effective at about the
40% WD locations.

5 Conclusions
The focus in Part II has been directed at the experimental re-

sults for the fully cooled high-pressure turbine stage. The data
presented are for a low Reynolds number, low coolant mass-flow
case that represents one of the experimental conditions of interest

Fig. 23 50% span cooled and uncooled heat flux

Fig. 24 Blade 90% cooled and uncooled heat flux

Fig. 25 Blade 50% net heat flux reduction

Fig. 26 50% net heat flux reduction with heat flux

Fig. 27 Blade 90% net heat flux reduction
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within a large experimental matrix. This condition was chosen
because it represents one of the more difficult measurements to
perform as a result of the low signal levels.

The effect of rotation on the inner static pressure distribution in
the rotor is demonstrated. The importance of the unsteady flow on
the cooling is evident in the pulsation parameter and the power
spectrum of the pressure transducers located inside of the blade
cooling passages. The net heat-flux reduction is presented for two
span locations on the blade and shown to be significant. In addi-
tion, the techniques developed here are pointing to strong interac-
tions that occur between the blade rows as the effectiveness di-
minishes, which will require further investigation as the cooling
mass flows are changed in other experiments.

Although much has been learned experimentally, effort has also
been devoted to utilization of available design codes for predic-
tions in the presence of film cooling. The predicted and measured
vane and blade surface pressure distributions are compared and
shown to be better for the vane than for the blade, which is not
surprising since the codes are steady and uncooled. However, the
agreement is remarkably good in certain areas, and for some de-
sign cases, may be a viable solution.

In addition, the overall uncertainty in the measurements, while
generally very good, indicates that to resolve the small difference
that occur in the cooling passages, we may be at the limit of the
sensor resolution using the current calibration techniques for this
low mass-flow range. Increasing overall pressure levels is one
path toward improving overall system accuracy, as well as devel-
oping improved calibration techniques. However, for the main ex-
perimental matrix that has been outlined in Part I �1�, the current
calibration techniques should be acceptable.
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Nomenclature

Experimental Parameters That are Set
PR � pressure ratio measured at rake locations,

PT,inlet / PT,outlet
TRcore � core to wall temperature ratio, TT,inlet /Tmetal

Ncorr � corrected speed, Nphy
�Tref /TT,inlet �rpm�

TT,inlet � total temperature at inlet rake
Tref � reference temperature, 288 K �519 R�

Nphy � physical speed of the turbine
FF � flow function, ṁ�Pref / PT,inlet��TT,inlet /Tref

Pref � reference pressure, 101.356 KPa �14.7 psia�
TRx � cooling to wall temperature ratio at location x,

TT,inlet / Tx

Mrx � mass flow fractions, ṁx / ṁcore
BRx � blowing ratio,

�	x /	
��ux /u
�⇒ �Px / P
�
��Max /Ma
����x /�
��R
 /Rx��T
 /Tx�

Ma � local Mach number
OTDF � temp profile, Tlocal−Tmean / Tmean−Twall
RTDF � temp profile, Tradial−Tmean / Tmean−Twall
Tradial � temperature at a given radial location averaged

circumferentially
Re � Reynolds number, �ṁ /A��1 /�L
A � choke area
L � characteristic length �1 m�

Experimental Parameters That are Measured

Net Heat-Flux Reduction
�qr � 1− �qf /q0�, q̇f /q0� �heat flux of film cooling/

�heat flux without cooling�
Adiabatic Film Effectiveness

�ad � �Tr−Tad� / �Tr−Tc�, Tc is temperature of coolant
Tr � adiabatic recovery temperature without film

cooling
Tad � film-cooled adiabatic surface temperature
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Experimental and Numerical
Analysis of High Heat Transfer
Phenomenon in Minichannel
Gaseous Cooling
The authors have reported that a minichannel flow system had a high heat transfer
coefficient. We investigated the heat transfer and flow structure of single and array
minichannels combined with an impingement flow system experimentally and numeri-
cally. The diameter D of the channel was 1.27 mm, and length to diameter ratio L /D was
5. The minichannel array was so-called shower head, which was constructed by 19
minichannels located at the apex of equilateral triangle, the side length S of which was
4 mm a single stage block was used to investigate the heat transfer without impinging
flow system. Two stage blocks were combined in series to compose an impingement heat
transfer system with an impingement distance of H. H /D ranged from 1.97 to 7.87. The
dimensionless temperature increased as the impingement distance became short. A com-
parison of heat transfer performance was made between minichannel flow and impinge-
ment jet by comparing the single- and two-stage heat transfer experiments. It was found
that dimensionless temperature of the minichannel exceeded that of the impingement jet.
The mechanism of high heat transfer was studied numerically by the Reynolds-averaged
Navier-Stokes equation and k-� turbulence model. The limiting streamline pattern was
correlated well to the surface heat flux distribution. The high heat transfer was achieved
by suppressing the development of boundary layer under strong pressure gradient near
the channel inlet. This heat transfer mechanisms became dominant when the channel size
fell into the region of the minichannel. �DOI: 10.1115/1.2751146�

Introduction
It was found by Hara et al. �1� that the heat transfer coefficient

was several times higher than fully developed pipe flow in the
minichannel operating at high-pressure ratio. The heat transfer
coefficient included the heat transferred from an inlet and an out-
let plane of the minichannel, and had a meaning that total amount
of heat was evaluated by the channel side surface area. It may be
a practical thermal boundary condition that inlet and outlet planes
are not thermally insulated. The result of the experiment also
showed that Stanton number was almost inversely proportional to
the minichannel length to diameter ratio L /D. This suggested the
importance of heat transfer at the inlet or the outlet of the channel
because the ratio of perimeter length to the cross-sectional area of
the channel increases as the channel size becomes small.

Impingement jet is well known to be a flow field of high heat
transfer. Lee et al. �2� showed, experimentally, that Nusselt num-
ber became large with increasing nozzle diameter. Zuckerman and
Lior �3� listed the many experiments for impinging jet in which
the nozzle diameters were generally from 6.35 mm to 12.7 mm
and were larger than the regime of minichannel. A channel or a
nozzle, however, is always necessary to form an impinging jet.
There may be little meaning to only consider the impingement
heat transfer in the case that channel temperature is equivalent to
target wall temperature, if the minichannel heat transfer coeffi-
cient is sufficiently large.

A high-pressure ratio operation is not generally used for cooling
purposes because the pumping of air consumes a large amount of
energy. A gas turbine cooling system, however, is an important

application in which impingement cooling and film cooling plays
an important role with high-pressure ratio operation. Impinging jet
cools inside of the blade and film cooling jet insulates the blade
metal from high-temperature working gas. Minichannels are used
as injectors for both cases. The standard channel size is �1 mm,
length to diameter ratio is �5, and pressure ratio is �1.8. Heat
transfer coefficient of the cooling hole was considered to be
equivalent to fully developed turbulent pipe flow due to the work
of Gillespie et al. �4�. Their work, however, was executed for the
scale-up model under the condition of atmospheric pressure and
small pressure difference between inlet and outlet. If the heat
transfer at the inlet and the outlet of the channel becomes impor-
tant, a new understanding of the phenomenon becomes necessary.

Impingement jet is well known as a flow system with high heat
transfer coefficient. The application to gas turbine blade cooling
was introduced in Zuckerman and Lior �3�. It is considered that
the injected jet flows back as a “fountain” after impinged on the
target wall.

The fluid supplied for cooling must be removed from the flow
field. The jet interacts with a cross-flow to the exit port in some
distance �5�. In the application of a gas turbine, new minichannels
are bored in the target plate for the injection hole of film cooling
and cooling air issues through the minichannels. A sink effect due
to these minichannels is considered to affect the impinging jet
flow and heat transfer. In an application of food freezing �6�, the
cross-flow may affect little on the impinging jet, although the
pressure gradient exists locally around the stagnation point. This
is because the jet is injected into semi-infinite space. In an appli-
cation of gas turbine cooling, however, cross-flow seriously af-
fects the impinging jet due to the narrow space between nozzle
plate and blade outer skin. In this study, small impingement dis-
tances were utilized regarding the gas turbine application.

In our minichannel system, the dimensionless temperature
achieved �0.4, and it was 0.7 for combined system of minichan-
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nel and impingement jet. This means that blade is more cooled
from inside than expected, and then the temperature of the film
cooling jet becomes much higher than expected. The cooling sys-
tem of gas turbine blade was basically regarded as a heat ex-
changer �7�. Improvement of dimensionless temperature in the
blade has a direct effect to reduce the metal temperature.

A characteristics of minichannel flow field operating at high-
pressure ratio is a strong pressure gradient on the inlet surface.
The velocity profile of the boundary layer is affected by pressure
gradient and is not described by the law of the wall. Such a
boundary layer is called nonequilibrium boundary layer �8�. A
numerical turbulent flow analysis usually uses the wall function
regardless of whether the pressure gradient is strong or weak. The
outer layer velocity profile of boundary layer is modified by a
RANS �Reynolds-averaged Navier-Stokes� equation according to
the pressure gradient. In a region of y+�5, however, assumption
of linear velocity profile may neglect the effect of pressure gradi-
ent. It is recommended that the first grid point should be set at
y+�1 �8,9� to evaluate the pressure gradient effect.

The high heat transfer coefficient in the impinging jet is con-
sidered to be caused by strong turbulence in the main stream of
wall jet because there is a strong correlation between Nusselt
number and turbulence �10�. Zuckermann and Lior �3� com-
mented on the turbulence model from this point of view. In this
paper, however, we did not make special treatment for this point.

Experimental Method

Apparatus. As we discussed in the Introduction, the heat trans-
fer of the impinging jet and that of the minichannel have opposite
dependency on the channel size. It is interesting to know how
these heat transfers take part in the combined cooling system in
the minichannel regime, where the impinging jet must be created
by a minichannel. We intended to extract the characteristics of
minichannel heat transfer by varying the thermal or fluid dynamic
boundary condition variously. Schematic of the experimental ap-
paratus is shown in Fig. 1. The main part of heat transfer elements
were made by oxygen-free copper and were composed of block 1,
impingement chamber and block 2. They were stacked up with
steel blocks and Teflon® plates and were tightened by steel bolts
like a sandwich. Air flowed into upstream plenum, which was
composed of Teflon plate and block 1 and was 29 mm dia. The
end plate of block 1 was 6.35 mm thick, in which single or 19
minichannels were machined. The channel diameter was 1.27 mm
and the length to diameter ratio L /D was 5 considering the heat
flow through the copper metal to the minichannel. The jet im-
pinged the block 2 crossing the impingement chamber of distance
H, which were set 2.5 mm, 5 mm and 10 mm by replacing the
Teflon plate. As with block 1, the end plate of block 2 was
6.35 mm thick, in which single or 19 minichannels were also
machined. All the minichannels was not chamfered.

Air was supplied through an air compressor, dryer, pressure
controller, and mass flowmeter. The inlet temperature T1 was mea-
sured by the upstream thermocouple 1. The exit temperature T2
was measured by thermocouple 2, downstream of mixing screen
at the exit of plenum. The inner walls of the copper blocks were
thermally insulated by silicon foam rubber, as shown in Fig. 1.
Blocks 1 and 2 were electrically heated by ring heaters bound
tightly by metal bands. Two temperature controllers controlled the
block temperature independently by utilizing the thermocouple
signal at the tip radius of 10 mm.

The arrangements of minichannels are shown in Fig. 2. Figure
2�a� shows the single minichannel, which were offset 2 mm each
other from the center. A coaxial channel arrangement and stag-
gered channel arrangement in S=4 mm were possible by turning
each block 180 deg. Figure 2�b� shows the 19 minichannels con-
figuration. The minichannels were located at the apex of equilat-
eral triangles, the side length S of which was 4 mm. For staggered
arrangement, minichannels of block 1 were located at the centroid

of the equilateral triangles of block 2. The detail of impingement
chambers is shown in Fig. 3 for H=2.5 mm. In Fig. 3, the names
of the walls are defined for convenience.

Experimental Method. Inlet air was supplied by a compressor
through air dryer at room temperature. Wall temperatures were
kept 70°C for both blocks 1 and 2. The combinations of experi-
mental configuration are given in Table 1, in which number of
channels, impingement distance and stagger or coaxial arrange-
ment are listed. Dimensionless temperature was defined by Eq. �1�
for all experiments using the inlet temperature T1, outlet tempera-
ture T2, and wall temperature Tw.

� =
T2 − T1

Tw − T1
�1�

Test procedures were as follows:

Experiment 1. As shown in Fig. 1, we conduct the heat transfer
experiment connecting block 1 and block 2 in series with back
pressure valve fully opened for case A to case L in Table 1. The
series of inlet pressure was controlled to get an almost constant
mass flow rate increment. The dimensionless temperatures for
these cases were described by � without subscript, and the experi-
ment was called “2 stage.”

Experiment 2. Heat transfer experiments were conducted only
using block 1 as shown in Fig. 4�a� for cases M and O in Table 1
to simulate the flow and thermal condition of block 1 of experi-
ment 1. Downstream pressure was controlled by the back pressure
valve to get the same flow rate and same inlet pressure with the

Fig. 1 Experimental setup for experiment 1, two stage, for the
cases A to L in Table 1. The figure shows for H=5 mm and 19
minichannels.
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test condition of cases A and G of experiment 1. The dimension-
less temperature was described by �1 for this experiment and the
experiment was called “single stage.”

Experiment 3. Heat transfer experiment was conducted only
using block 2, as shown in Fig. 4�b�, for cases N and P in Table 1
to simulate the flow and thermal condition of block 2 of experi-
ment 1. Inlet pressure was controlled to get the same flow rate
with the test condition of cases A and G of experiment 1 with the

back pressure valve fully opened. The dimensionless temperature
was described by �2 for this experiment and the experiment was
also called single stage. The Reynolds number ranged from 1000
to 20,000 based on channel diameter and inlet temperature.

Experimental Results and Discussions
Figure 5 is the dimensionless temperature of the single channel.

For cases A and B, � was sufficiently high for staggered arrange-
ment of H=2.5 mm and 5 mm. This meant that heat transfer was
large for the case that potential core hit the target plate directly.
H /D is 1.97 for this case. A dependency of heat transfer to pres-
sure ratio was weak. Case N was operated at atmospheric exit
pressure condition and had good reproducibility when compared
to the same configuration and operation described in Hara et al.
�1�. Case M was operated by increasing downstream pressure by
means of the back pressure valve. The difference of dimensionless
temperature between case M and case N is unresolved. The dif-
ference remained if � was plotted on Reynolds number.

Figure 6 is a result of dimensionless temperature for 19 min-
ichannels. As the impingement distance decreased, the dimension-
less temperature increased for staggered arrangement, while it de-
creased for coaxial arrangement. They, however, almost coincided
for H=10 mm. For H=2.5 m, the dimensionless temperature
showed higher value than typical values of 0.5 of gas turbine
blade cooling shown in Torbidori and Horlock �7�. One can see a
discrepancy for single-stage test between the data of case O, the
increasing downstream pressure by the back pressure valve, and
case P, the atmospheric downstream pressure. The two plots, how-
ever, coincided with each other when they were plotted on the
Reynolds number. This means that pressure ratio is not a principal
variable for representing heat transfer phenomena.

Dimensionless temperature of the single minichannel was
greater than that of 19 minichannels. The result of numerical cal-
culation for a single channel, shown later, indicates that large and
systematic recirculating flow was formed in the impingement
chamber and downstream plenum. In the flow field of 19 min-
ichannels, such a recirculating flow was not formed. This was the
cause of difference of heat transfer result between single and 19
minichannels.

Comparison Between Impingement and Minichannel Heat
Transfer. It is well known that impingement jet has high heat
transfer enhancement effect. It may be interesting to know the
roles minichannel and impingement heat transfer, respectively,
play in the combined heat transfer processes. We considered a
model to evaluate the thermal contributions by assuming that
three heat transfer processes were connected in series as follows.

Fig. 2 Plane view of minichannel for staggered configuration.
The channels of block 1 and block 2 are shown together: „a…
single channel and „b… 19 channels.

Fig. 3 Detail of the impingement chamber for H=2.5 mm and
the definition of the name of the heat transfer surface

Table 1 List of configuration for experimental and numerical
analysis

Case Comment N H�mm� Arrangement

A 1 2.5 stagger, 2 stages
B 1 5 stagger, 2 stages
C Fig. 12 1 10 stagger, 2 stages
D 1 2.5 coaxial, 2 stages
E 1 5 coaxial, 2 stages
F 1 10 coaxial, 2 stage
G Figs. 9 and 14, Table 3 19 2.5 stagger, 2 stages
H 19 5 stagger, 2 stages
I Fig. 13 19 10 stagger, 2 stages
J 19 2.5 coaxial, 2 stages
K 19 5 coaxial, 2 stages
L 19 10 coaxial, 2 stages
M See notea 1 - block 1, 1 stage
N Figs. 10 and 11 Table 2 1 - block 2, 1 stage
O See note a 19 - block 1, 1 stage
P 19 − block 2, 1 stage

aIncreasing downstream pressure by a back pressure valve.
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1. Temperature increases from T1 to T1e in the minichannel of
block 1. The dimensionless temperature is assumed to be
equal to �1 of experiment 2, described in the previous para-
graph with increasing downstream pressure by the back
pressure valve.

2. Temperature increases from T1e to Ti by impinging on the
target wall of wall 3. The dimensionless temperature of this
process is denoted as �i.

3. Temperature increases from Ti to exit temperature T2. The
dimensionless temperature is assumed to be equal to �2 of
experiment 3.

Fig. 4 Experimental setup for experiments 2 and 3: „a… experi-
mental setup for experiment 2, using block 1 with the back
pressure valve control for cases M and O in Table 1, and „b…
experimental setup for experiment 3 using block 2 without the
back pressure valve for the cases N and P in Table 1

Fig. 5 Correlation of dimensionless temperature and pressure
ratio

Fig. 6 Correlation of dimensionless temperature and pressure
ratio
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This assumption of dividing the heat transfer process into three
series of elemental processes may be reasonable for staggered
arrangement of small H from the result of flow structure by CFD.

The temperature increase from inlet temperature T1 to exit tem-
perature T2 can be described by the following trivial equation:

T2 − T1

Tw − T1
=

T1e − T1

Tw − T1
+

Ti − T1e

Tw − T1
+

T2 − Ti

Tw − T1
�2�

We can modify Eq. �2� to Eq. �3�, assuming that the temperature
of blocks 1 and 2 are at the same value of Tw,

� = �1 + �1 − �1��1 + �1 − �1 − �1 − �1��i��2 �3�

�i was calculated from the experimental value of � ,�1 and �2. �i
was then normalized by �2 to compare the heat transfer perfor-
mance of minichannel with impingement jet.

Figure 7 is a single channel result. Impingement heat transfer
was large in the case of staggered arrangement and small H. The
performance of impingement heat transfer exceeded minichannel
heat transfer especially for the high pressure ratio. The pressure
dependency implies that the influence area of impingement was
extended widely for high pressure ratio.

Figure 8 shows the result for 19 minichannels. For coaxial
channel arrangement of blocks 1 and 2, the effect of impingement
heat transfer was small and retarded the heat transfer in the case of
H=2.5 mm. The impingement heat transfer was evaluated to be
smaller than the minichannel heat transfer, for all cases, and did
not vary greatly with pressure ratio. This means that influence area
of impingement jet did not increase for minichannel array by the
mutual interference of the jets. Minichannel heat transfer ex-
ceeded the impingement heat transfer when the channel size fell
into the regime of minichannel.

Numerical Analysis

Outline. A commercial software of CFX 10.0 �ANSYS� was used
for CFD, based on a three-dimensional compressible Reynolds-
averaged Navier-Stokes equation �RANS� in the steady calculation.
A k-� based shear stress transport �SST� model was used for
turbulence model. The minichannel was 1.27 mm dia and
6.35 mm long. Upstream plenum, impingement chamber, and

downstream plenum were equivalent to the configuration shown
in Fig. 1. The total number of unstructured grid was 1.98 million
and total number of grid point was 4.3 million. Fine grid reso-
lution was provided on the heated wall to evaluate the heat trans-
fer strictly. A ten-layer prism mesh was used on the inlet and
outlet plane of the minichannel. The y+ of grid point on the wall
was 10 from the limitation of computational resource.

Static pressures were specified at the inlet and outlet tube in
Fig. 1. A constant pressure ratio of 1.8 and atmospheric exit pres-
sure was given. A constant wall temperature of 70°C was given
from wall 1 to wall 4 and the channel surface except adiabatic
condition for other walls. The inlet temperature was kept constant
at 25°C.

Computational Results and Discussions

Comparison of CFD With Experiment. Figure 9 shows a
comparison of experiment and CFD result for 19 minichannels
and two stage. It seems that the agreement was slightly insuffi-
cient, but it might be sufficient to discuss about the relationship
between flow structure with heat transfer.

Surface Heat Flux and Flow Structure. A local heat transfer
coefficient was defined by a calculated wall heat flux and a tem-
perature difference between wall temperature and inlet air tem-
perature by

h =
W

Tw − T1
�4�

The equation was normalized by the convective heat flux, which
was evaluated by the channel sectional mass flow of air per 1°C
to get local Stanton number by

St =
h

Cp�m/A�
�5�

A pseudo-limiting streamline was drawn by connecting the ve-
locity vector of the cells most close to the wall to discuss about
the relationship between heat transfer and flow structure.

Figure 10�a� is a result of limiting streamline and local Stanton
number for single channel, single stage and P1 / P2=1.8. This is

Fig. 7 Correlation of dimensionless temperature and pressure
ratio

Fig. 8 Correlation of dimensionless temperature and pressure
ratio
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equivalent to case N of Table 1. The white broken line is a pro-
jection of inlet tube inner diameter. The dynamic pressure of the
air in the inlet tube affected on the flow pattern of the wall 1

because some singular points were set near the inner diameter of
the inlet tube. A in Fig. 10�a� is a stagnation point. B is an attach-
ment line. The local Stanton number became large at the stagna-
tion point because the low-temperature air approached the wall.
The Stanton number was not high near a saddle point of C. This is
because the air was heated while the air was flowing along the
stream line to the saddle point. A streamline departing from stag-
nation point flowed into the minichannel and local Stanton num-
ber became extremely large around the channel inlet. The distri-
bution of the Stanton number was influenced by the flow structure
and was not axisymmetric.

Figure 10�b� is a pseudo-limiting streamline and local Stanton
number on the exit plane of wall 2. The flow structure was more
complicated than the inlet plane; however, the local high Stanton
number region was observed around the exit of the channel. Table
2 shows rates of heat transfer from each surface. The high heat
flux region was small on the wall 2, but the total value of trans-
ferred heat was large compared to wall 1. The total heat transfer
rate was 100 /22=4.5 times greater than the channel heat transfer.
This means that the effect of inlet and outlet surface heat transfer
took a large part when the channel size reduced to the regime of
minichannel.

Figure 11 shows a wall heat flux, pressure gradient, and static
pressure distribution along the radial line on the inlet surface of
the channel, where the strong pressure gradient suppressed the
development of the boundary layer and enhanced the wall heat
transfer. The result of CFD analysis may explain the high heat
transfer coefficient in the experiment of Hara et al. �1�.

Figure 12 is a bird’s-eye view of the computational result for
case C in Table 1, showing the Stanton number and velocity vec-
tor in the central cross section. Heat transfer was enhanced around
the inlet of the minichannel on wall 1 and was extremely en-
hanced on wall 3, where very strong impingement effect was ob-
served. There was a large recirculating flow system formed in the
impingement chamber, and it rose as a fountain to bump against
wall 2 in the periphery of it. These result corresponded to high
dimensionless temperature shown in Fig. 5. Although the figures

Fig. 9 Comparison of experiment and CFD result for 19 chan-
nel and two stage

Fig. 10 Stanton number distribution and pseudo-limitting
streamline for single channel and single stage, case N: „a… heat
flux on wall 1 and „b… heat flux on wall 2

Table 2 Rate of heat transfered through each surface for
single channel and single stage by the CFD

Rate of heat
transfer

�W� Percent �%�

Wall 1 1.51 34
Channel 1 �single channel� 0.98 22
Wall 1 1.98 44

Fig. 11 Correlation of surface heat flux, pressure gradient and
static pressure near the channel inlet surface for case N
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are not shown in this paper, a very depressed but distinct recircu-
lating flow region was formed for case A of H=2.5 mm and drove
the fountain flow stronger than the case of H=10 mm.

Figure 13 is a numerical result of case I in Table 1 for 19
minichannels, H=10 mm and staggered arrangement, where scale
of the Stanton number was reduced from 0.025 of Fig. 12 to 0.008
in Fig. 13. The maximum value of the Stanton number greatly
reduced for the array of 19 minichannels. The enhancement of
heat transfer was observed around the inlet of minichannels in
walls 1 and 3.

A pseudo-limiting streamline was superimposed on Stanton
number distribution in Fig. 14 for the 19 staggered minichannels,
H=2.5 mm and case G in Table 1. The direction of viewing is
from upstream to downstream for all figures. In Fig. 14�a� of wall
1, the cellular structure surrounded each channel inlet with an
attachment line depicted by A from which stream lines departed
and was drawn into the minichannel showing the higher heat
transfer than the surrounding region depicted by B. The region of
especially high heat transfer enhancement seemed to be limited to

narrow ringlike area around the channel inlet.
Figure 14�b� shows the same for wall 2, the exit plane of first

minichannel. The sign A was a stagnation point of “fountain” flow
from wall 3 and was involved by high heat transfer cellular
region.

Figure 14�c� is a result of wall 3. Small white circles are a
projection of minichannels in block 1. Sign A is a stagnation point
of the minichannel jet from block 1. Parts of the streamlines were
drawn directly into the minichannels; however, the other part of
them gathered to point B and flowed back to block 1 as a fountain.
The high Stanton number rings were again observed around the
channel inlet, like that in Fig. 14�a� and seemed to be isolated
from high heat transfer region of impinging jet. This proved partly
the validity of assumption that we separated the minichannel heat

Fig. 12 Stanton number and velocity vector for case C, H
=10 mm, Stagger arrangement „color scale given in Fig. 10…

Fig. 13 Stanton number and velocity vector for case I, H
=10 mm, stagger arrangement

Fig. 14 Stanton number distribution and psuedo-limitting
streamline case G, H=2.5 stagger arrangement, N=19: „a… wall
1, „b… wall 2, „c… wall 3, and „d… wall 4
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transfer from impingement heat transfer in Eq. �2�.
Figure 14�d� shows a result of wall 4. Streamlines came from

the periphery of minichannel array depicted by A or from the
attachment line depicted by B. They showed entrainment effect of
the jet. Heat transfer slightly increased around the channel exit.

Table 3 is a heat transfer rate from each surface by the CFD.
The definitions of the surfaces are given in Fig. 3. The rate of heat
transfer from upstream channel was 11+20=31%. That of walls 2
and 3, where the impingement effect was included, was 14+27
=41%. Roughly speaking, the impingement heat transfer contrib-
uted about 41–31�10% to the total heat transfer process. The
result showed that the minichannel heat transfer was considerably
large compared to the impingement heat transfer.

Concluding Remarks
The dependency of minichannel heat transfer on its size is op-

posite to that of impingement jet. The heat transfer of minichannel
was compared to impingement jet experimentally, assuming that
the heat transfer processes were isolated from each other. The heat
transfer of minichannel was found to exceed that of impingement
jet for the array of 19 minichannels.

Numerical result showed that high heat transfer region around
the channel inlet existed separately on the target plate of the im-
pinging jet. The streamline pattern agreed well with the local
Stanton number distribution both for single and 19 minichannels.
The minichannel heat transfer was considerably large compared to
the impingement heat transfer.

The high heat transfer coefficient in the single minichannel was
caused by the hear transferred through the inlet and outlet surface
of the channel. A strong pressure gradient suppressed the devel-
opment of boundary layer and enhanced the heat transfer around
and channel inlet. A large recirculation structure was formed in the
downstream plenum and also enhanced the heat transfer.

Nomenclature
A � cross-sectional area of a single channel

Cp � specific heat of air

D � diameter of the minichannel
H � impingement distance
h � local heat transfer coefficient
L � length of minichannel
m � mass flow rate per a minichannel
N � number of minichannels, 1 or 19
P � total pressure of the plenum

Re � Reynolds number
r � radial distance measured from minichannel

center
S � spacing of the minichannel

St � Stanton number
T � total temperature

W � local convective heat flux from the metal
surface

Greek
� � dimensionless temperature of two stage blocks

�1 � dimensionless temperature of block 1
�2 � dimensionless temperature of block 2
�t � dimensionless temperature of impinging jet

Subscripts
w � wall
1 � upstream plenum
2 � downstream plenum
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Flow Control of Annular
Compressor Cascade by Synthetic
Jets
An experimental investigation conducted in a stationary annular cascade wind tunnel
demonstrated that unsteady flow control using synthetic jets (zero mass flux) could effec-
tively reduce flow separation in the axial compressor cascade. The synthetic jets driven
by speaker were introduced through the casing radially into the flow-field just adjacent to
the leading edge of the compressor cascade. The experimental results revealed that the
aerodynamic performance of the compressor cascade could be improved amazingly by
synthetic jets and the maximum relative reduction of loss coefficient was up to 27.5%. The
optimal analysis of the excitation frequency, excitation location was investigated at dif-
ferent incidences. In order to obtain detailed information on flow-field structure, the
digital particle image velocimetry (DPIV) technique was adopted. The experimental re-
sults indicated that the intensity of wake vortices became much weaker and streamlines
became smoother and more uniform with synthetic jets. �DOI: 10.1115/1.2751147�

1 Introduction
Flow separation is a major problem that constrains the design of

most devices involving flow. Separation drastically reduces lift
and increases drag of airfoils, reduces the efficiency of nozzles
and turbomachinery, and leads to a local “hot spot” in heat trans-
fer. Consequently, engineers have been preoccupied, for almost a
century, with shifting the separation point downstream or elimi-
nating separation entirely �1,2�. There has been a tremendous
amount of research and development into the control of boundary
layer separation. Except for choosing optimal airfoils �such as
controlled diffusion airfoils� and nozzle geometries to delay sepa-
ration, many effective control methods are developed, including
surface-based actuators �e.g., leading-edge slats, slotted flaps, vor-
tex generators, moving wall, etc.� and fluidic-based actuators �e.g.,
dynamic forcing� �3,4�. It is well known that strong adverse pres-
sure gradient �sometimes due to the local curvature� and de-
creased momentum of the boundary layer are the two critical fac-
tors of boundary layer separation. Therefore, almost all the targets
of separation control focus on accelerating the low momentum of
fluid on adverse pressure gradient notwithstanding the methods
are different.

Fluidic-based methods have been developed for a long time,
including steady suction, blowing, and oscillating jets. Histori-
cally, suction is the first method ever proposed by Prandtl for the
control of separation. The basic principle is to remove decelerated
fluid near a surface and deflect the high-momentum free-stream
fluid towards the surface. Seifert et al. �5� found that for a given
level of mixing the injected mass flow could be reduced by an
order of magnitude by using oscillating jets rather than steady jets.
It is demonstrated that unsteady control methods are much more
effective than steady ones and can be realized at very low level of
power input.

Routing of bleed air �suction, blowing, pulse blowing, etc.� for
flow control may present a prohibitive addition of complexity and
weight. With a synthetic jet, this problem could be avoided �6,7�.
Synthetic jets, with the characteristics of zero net mass flux and

nonzero momentum flux, do not require a complex system of
pumps and pipes �8�. This technique is very efficient because at
the suction part of the cycle the low-momentum fluid is sucked
into the device, whereas in the blowing part of the cycle a high-
momentum wall jet is superimposed on the separating velocity
profile. In both cases, the spanwise vorticity is enhanced �9�.

In axial compressors, the adverse pressure gradient is generally
stronger than that in any other fluid machines. Since the adverse
pressure gradient associated with the diffusion become stronger at
the high-loading levels in modern designs, unsteady separation is
inevitable. This has a negative impact on stall margin, efficiency,
and pressure rise capability and even leads to rotating stall or
surge. But, only a few studies have been conducted to control
separation of axial compressors using unsteady excitation. Culley
et al. �10� used embedded injection to control separation of stator
vanes in a low-speed axial multistage compressor. Zheng et al.
�11,12� showed that the disordered unsteady separated flow could
be effectively controlled by unsteady excitation in a wide range of
incidence, resulting in enhancement of time-averaged aerody-
namic performances of the axial compressor cascade.

Synthetic jets as a typical unsteady excitation method hold an
advantage over continuous or pulsed jets in that they require no
net mass flow �13�. However, to the authors’ knowledge, little
research has been performed on separation control by using syn-
thetic jet actuators in axial flow compressors. In the present study,
synthetic jets were used to control separation of axial compressor
stator vanes in stationary annular cascade wind tunnel experi-
ments. The synthetic jets were introduced through the casing ra-
dially into the cascade. There are many parameters that could be
varied in a synthetic jet study, such as jet velocity, jet location, jet
oscillating frequency, etc. The roles of these parameters were in-
vestigated and discussed primarily.

2 Apparatus and Procedures

2.1 Annular Cascade Wind Tunnel. The panorama of the
low-speed stationary annular cascade wind tunnel is shown in Fig.
1, which consists of inlet section, testing section, joint section, and
power section. The inlet section is a lemniscate-horn-shaped gas
contractor to make the flow uniform at the guiding ring, and there
are four static holes on the straight section for measuring flow
rate. The testing section is made of Plexiglas® including inlet
bulb, inlet guide vanes, compressor stator vanes, measurement
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passage, and exit bulb in the downstream direction. The joint sec-
tion is between the testing section and power section. The airflow
is provided by the axial blower of two stages at the end of the
annular cascade �i.e., power section�.

The guide vanes and compressor stator vanes are also made of
Plexiglas. The incidence of five compressor stator vanes is design
to be adjustable. The main design parameters of the annular cas-
cade facility are listed in Table 1.

The synthetic jets applied to separation control are generated by
a high-power loudspeaker. Inside the speaker, a piston is driven by
electromagnetic force to move back and forward, sucking and
blowing the air regularly, resulting in a synthetic jet. The speaker
is driven by an audio amplifier �HuSan PB2500�, which is driven
by a function generator �GFG-813�. For the present study, the
function generator is set to output a sine wave. The loudspeaker is
mounted on the casing between guide vanes and compressor stator
vanes. The synthetic jet is introduced via a guiding cone through
the casing radially into the cascade just adjacent to the leading
edge on the suction side of compressor stator vane tested �Fig. 2�.
The velocity exit is level with the inner surface of casing. The
passage of the guiding cone is of the shape of tapered cylinder
with the diameter of 19 mm at the end connected to the speaker
and the diameter of 3.6 mm at the jet nozzle. The tapered guiding
cone can significantly enhance the jet velocity at the nozzle. Since
different excitation location may bring about different results,
slots are drilled on the shroud in order to shift the excitation
location as shown in Fig. 3.

2.2 Performance Measurement. The benefit to dynamic per-
formance due to the synthetic jets with no mass addition is quan-
tified using a total pressure loss coefficient �. The conventional
definition of loss coefficient for a blade passage is

� =
p1

* − p2
*

p1
* − p1

�1�

At the location 3 mm behind the compressor cascade �i.e., 5% of
the chord length� and 50% of the blade span, total pressures are
measured at 13 points by a 13-hole total pressure rake along the
circumferential direction and within just one pitch space, and their
area-averaged value is taken as p2

*. There are merely five mea-
surement points in the wake region for the restricting of experi-
ment conditions, but which is enough to testify the change of the
wake region by synthetic jets. The error of pressure measurement
is �10 Pa.

The velocity of synthetic jets is measured at the central line just
outside of the speaker’s conduit by a one-dimensional hot-wire
anemometer �TSI probe mode 1210-T1.5� and data acquisition is
implemented by the data acquisition system TSI-IFA300. The sen-
sor diameter is 3.8 �m, and the active length is 1.27 mm. Data are
acquired for 6.5536 s at a 40 kHz sampling rate �218 samples�. All
raw data are saved. The high sampling rate provides an essentially
continuous signal, and the long sampling time results in low un-
certainty in statistical quantities. Inaccuracy in velocity measure-
ment is estimated to be �0.5 m /s.

Part of experimental results had been presented by our groups
in Ref. �14�. However, the control mechanism was explained as
acoustic excitation �i.e., pressure wave�. Based on the research
and analysis of this paper, it could be affirmed that the key pa-
rameter of the excitation is jet velocity instead of pressure wave.
Therefore, the measurement of jet velocity is very important.

2.3 DPIV Measurement. In order to obtain detail informa-
tion on flow-field structure, A TSI 2D DPIV system is used which
mainly consists of two pulsed laser generators, a CCD camera,
and a synchronizer. Small particles are introduced into and carried

Fig. 1 Photo of the annular cascade

Table 1 Design parameters

Parameters Values

Outer diameter 450 mm
Stator vane span 56 mm
Number of guide vanes 23
Number of stator vanes 19
Stator vane pitch 65 mm
Stator vane chord length 56 mm
Stator vane inlet angle 30 deg
Stator vane exit angle 52 deg
Rotational speed of blower 2950 rev /min
Mass flow 5 kg /s
Inlet Mach number 0.07

Fig. 2 Sketch of excitation location

Fig. 3 Four stations for synthetic jets
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by the flow. The displacement of particles in two or more time
interval is measured and velocity is calculated accordingly, which
are assumed to be the local velocity of the flow field.

The laser generator is an Nd:YAG pulsed laser generator, which
provides laser pulses with a maximum energy of 200 mJ. The
pulse duration is 8 ns. The operation frequency of the laser is
10 Hz. Appropriate lens are used to transform the laser beam
emitted from the laser generator into a sheet of laser, which is
introduced into the interior of compressor by a self-made planar
mirror, as shown in Fig. 4.

A cross-correlation charge-coupled device with 1024�1280
pixels is adopted in photographic system. Since the entire experi-
mental section is made of Plexiglas, there is no need to drill holes
on the shroud for CCD photography and record. The CCD camera
can shoot or take photos through the Plexiglas shroud.

Since the blades are made of Plexiglas, there appears severe
optical reflection, which would not only damage the CCD camera,
but also distort the images severely. Therefore, this becomes the
key problem for successful application of DPIV. After several tri-
als, it is finally decided that the blades are first painted with black
alkyd paint, and then carbon powder is uniformly cast on its sur-
face before it is dried, and finally redundant carbon powder is
removed after the paint is dried. The finished blades are proved
effective in preventing optical reflection and qualified for the
experiments.

The solid particles as the tracer are glycol produced by LZL
particle generator. The diameter of the particles is 0.6–1.2 �m,
which has been proved to be a good tracer.

A sequence of 60 pairs of images is acquired at each operation
condition. The images are acquired at a frequency of 3.75 Hz, and
the time delay between two frames is 10 �s. The Insight 3.0 soft-
ware is used to process the images. These sequences are used to
compute time-averaged velocity and vorticity. It is estimated that
the uncertainty of measured velocity is �3%.

3 Results and Analysis

3.1 Influence of Excitation Frequency and Amplitude. In
order to indicate the improvement of aerodynamic performance by
synthetic jets, the relative reduction of loss coefficient ���� as a
function of excitation frequency is shown in Fig. 5�a� for six
incidences. The excitation location is fixed at station 3 �as shown
in Fig. 3� since it appeared to provide better results than the other
stations for most cases. First, focus on the curve of i=15 deg.
When the excitation frequency is at the range of 700–850 Hz, the
prominent positive effect is obtained and the maximum relative
reduction of loss coefficient ���� up to 27.5% at the frequency of
800 Hz. The positive effect decreases sharply when the excitation
frequency is �700 Hz or �850 Hz. There is no positive effect
obtained when the excitation frequency is �600 Hz or
�1000 Hz. The relations of ���� vs fe exhibit similar well-
regulated variations at other incidences.

Why does the prominent positive effect is obtained just when
the excitation frequency is about at the range of 700–850 Hz?

Figure 5�b� shows the peak velocity of synthetic jet as a function
of excitation frequency. The profile of curves in Figs. 5�a� and
5�b� is similar basically. The positive effect is directly correlated
with the velocity of synthetic jet instead of excitation frequency
itself. It could be also affirmed that the key parameter of the
excitation is jet velocity instead of pressure wave. When the ex-
citation frequency is about at the range of 700–850 Hz, the Vjet is
more than 95 m /s �Ā=3.96, the freesteam velocity is �24 m /s�,
and the prominent positive effect is obtained. When the excitation
frequency is �600 Hz or �1000 Hz, the Vjet is reduced to
60–80 m /s �Ā=2.5–3.33� and the positive effect is negligible. It
is obvious that the jet velocity �or Ā� plays a great role and must
be sufficiently high exceeding the threshold value. In the present
case, the threshold value is about Ā=3.0.

This paper is a follow-up of the recent numerical paper of Ref.
�12�. The threshold value is about Ā=0.1 from the numerical re-
sults, which is very much lower than the threshold value with Ā
=3.0 from the experiment results. There are two reasons for dif-
ference between experimental and numerical result. One reason is
different excitation mode. In numerical research, jet holes were
drilled on suction side, directly. However, in present experiment,
jet velocity is reduced severely when the jet flow arrived to the
midspan of stator vane from casing for excitation located on cas-
ing and measuring points located on midspan of vane. Another
reason is the choosing of other excitation parameters. The optimal
values of other parameters �such as excitation frequency, excita-
tion location, etc.� were chosen to analyze the function of excita-
tion amplitude during the process of numerical research, which is
difficult to do well in experiment.

Furthermore, it is noted that the high jet velocity with 92 m /s
presented at frequency of 1400 Hz does not generate any reduc-
tion in loss coefficient as shown in Fig. 5. Two hypotheses maybe
explain this phenomenon. One hypothesis is that the attenuation of
jet velocity along the spanwise is stronger when the frequency is
higher. For the jet located on casing and measuring points located
on middle of stator vane, jet velocity may be reduced to below the
threshold value. Accordingly, positive effect could not be
achieved. The alternative hypothesis is that the coupling of exci-
tation frequency and characteristic frequency of the flow field af-
fects the result. The excitation frequency of 1400 Hz may be out-
side of the effective frequency range. Further research should be
performed on this phenomenon.

In the present experiments, the jet velocity instead of frequency

Fig. 4 Arrangement of optical path

Fig. 5 „a… Relative reduction of loss coefficient and „b… jet ve-
locity versus excitation frequency
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itself affects the control effect. The role of frequency could not be
visualized by the present experiments because the jet velocity is
dependent on the resonance characteristic of the loudspeaker. In
order to investigate the role of frequency, it is necessary to devise
a fluidic actuator, the jet velocity of which is independent of the
frequency. Of course, optimal analysis of individual parameters
relying on reliable numerical simulation is also an economical and
effective method.

The main difference of the steady method �such as suction or
blowing� and unsteady method on separation flow control is that
the excitation frequency plays a role by the unsteady method.
Many researches show that the excitation frequency is correlated
with the instability of the shear layer or wake. Zheng et al. �12�
found that optimal excitation frequency is nearly equal to the
characteristic frequency of vortex shedding, and the effective ex-
citation frequency spans a wide spectrum by the synthetic jets in
the axial compressor cascade. Wu et al. �15� showed that the larg-
est lift increase is attained when excitation is half of the vortex
shedding frequency over a post-stall airfoil. Amitay and Glezer
�16� investigated the effect of the actuation frequency on the cou-
pling between the synthetic jets and the cross-flow over a stalled
airfoil in detail, and the experiment results showed that there are
two distinct frequency bands in response of the separated flow to
actuation. These researches have indicated that the excitation fre-
quency plays an important role. In particular, the flow of the axial
compressor is more complex than the flow over an airfoil and full
of unsteady vortexes that move randomly with different scales and
frequencies and constitute a highly nonlinear multifrequency sys-
tem. There are more challenges and opportunities to investigate
the essential role of excitation frequency using the synthetic jet in
the axial compressor, which is the further object.

3.2 Influence of Incidence. The positive effect is different at
different incidences with the flow rate kept unchanged as shown
in Fig. 5�a�. Figure 6 indicates the influence of incidence further.
The excitation frequency is fixed at 800 Hz since the optimal
effect is attained. When the i=15 deg, the maximum positive ef-
fect is obtained and the relative reduction of loss coefficient ����
is up to 27.5%. The positive effect is decreased slightly along with
the decreasing incidence. However, the positive effect is de-
creased sharply when the incidence is up to 20 deg.

The numerical study in Ref. �12� shows a gain over the entire
incidence range covered from 0 deg to 25 deg, where the gain
decreases with increasing incidence. The present paper shows a
steady rise of the gain from −5 deg to 15 deg incidence until it
drops very fast for a further rise in incidence. The optimal values
of other parameters �such as excitation frequency, excitation am-
plitude, excitation location, etc.� were chose to analyze the func-
tion of incidence during the process of numerical research, which
is difficult to do well in experiment.

3.3 Influence of Excitation Location. In order to investigate
the influence of excitation location, the frequency is fixed at
800 Hz. The distributions of total pressure loss along the pitch
direction at the four stations �as shown in Fig. 3� with and without
excitation are shown in Fig. 7, which is selected from the figures
that indicate the effects of the forcing location on total pressure
loss at the six incidences. The y-axis is total pressure loss pl. The
effect of blade separation is a significant widening and deepening
of the blade wake. At station 3, the total pressure loss in the wake
region is reduced significantly for most incidences with the syn-
thetic jet imposed, whereas the main flow has no change. At lo-
cation 2, excitation does not reduce the total pressure loss but
increases it for all incidences. This is because that station 3 is
close to the separating point of suction side, and the excitation
may enhance the mixing of the main flow and boundary layer flow
to suppress separation flow. However, station 2 is near the stag-
nant point; thus, the jet here may become the perturbing energy to
disarrange the flow. At station 1, excitation may reduce the pres-
sure loss a little �such as i=−5 deg� or increase it a little, which
depends on the incidence. At station 4, there is still a positive
effect, especially at large incidence, but the positive effect is less
than that of station 3.

3.4 Change of Space-Time Structure of the Flow Field.
The positive results of improved aerodynamic performances have
been presented, and now we turn to the corresponding change of
the space-time structure of the flow field. Instantaneous vorticity
field and streamlines measured by DPIV are shown in Fig. 8.

With the inlet flow rate unchanged, the instantaneous vorticity
field and streamlines measured at different incidences without ex-
citation are shown in Fig. 9, in which the existence of wake vor-
tices is clearly displayed. As the incidence increases from 5 deg to
16 deg, streamlines become more and more twisted and chaotic
and the separation area becomes larger and larger. Meanwhile, the
intensity of wake vortices becomes stronger, the wake spreads
wider, and the distribution of vorticity intensity becomes much
more chaotic. This means, as the incidence increases, the flow
field becomes more and more chaotic and the separation becomes
more and more severe.

With the inlet flow rate unchanged, instantaneous vorticity field
and streamlines measured at different incidences with excitation
are shown in Fig. 10. It is obvious that the intensity of wake
vortices becomes much weaker with excitation imposed and
streamlines become smoother and more uniform from its compari-
son to Fig. 9. The comparison of time-averaged vorticity without
and with excitation is also presented in Figs. 11 and 12, which
shows that the time-averaged vorticity also became weaker by
synthetic jet. The enhancement of overall performance of the flow
field is the result of the improvement of the space-time structure
of the flow field.

The space-time structure of unsteady separated flows can be
divided into two types, one is to describe of the spatial structure of
the flow field at any fixed time, and another is to describe the time
variation of the flow field at any given point. Figures 11 and 12,
obtained by DPIV technique, belong to the former, whereas the
latter chiefly uses frequency spectrum. We will not go into detail
here for brevity.

3.5 Efficiency of the Synthetic Jet Separation Control
System. In this flow control scheme, electric energy is consumed
to bring the total pressure recovery. Thus, to evaluate the effi-
ciency of this control method objectively, a comparison between
the total pressure recovery obtained and the electric energy con-
sumed must be made. What is the ratio between the total pressure
recovered due to the implementation of synthetic jets and the total
pressure rise that would be achieved on the cascade throughflow if
one used the power required to drive the loudspeakers to isen-
tropically compress the air?

For the condition of i=10 deg and fe=800 Hz, the total pres-
Fig. 6 Relative reduction of loss coefficient versus incidence
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sure recovery �p2
* is 60 Pa, the power of loudspeaker N is 30 W,

and the air volume flow rate Q̇ is 3.3 m3 /s. If all the electric
energy can be converted to the total pressure rise isentropically,

the total pressure rise produced by the actuator is �piso
* =N / Q̇. The

ratio between �p2
* and �piso

* , i.e., the “efficiency” of the synthetic

jet separation control system, is k=�p* /�piso
* =�p*Q̇ /N=60

�3.3 /30=6.6. In other words, 6.6 portions power could be ob-
tained if one portion power is consumed.

Fig. 7 Total pressure loss along pitch distance with and without synthetic jet for the four station, i=10 deg

Fig. 8 Introduction of the picture by DPIV: 1, profile of compressor cascade; 2, inaccessible region; 3, stream-
lines; 4, laser sheet after reflecting from planar mirror: „a… i=5 deg, „b… i=10 deg, and „c… i=16 deg
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Conclusions
Active separation control had been successfully demonstrated

on axial compressor stator vanes using synthetic jets. The experi-
ments were performed in a stationary annular cascade wind tunnel
at different incidences. The experiment results had shown that the
aerodynamic performance could be a substantial increase and the

maximum relative reduction of loss coefficient was up to 27.5%.
The separation was basically eliminated, and the intensity of wake
vortices was weakened by synthetic jets.

The roles of some parameters, such as excitation frequency,
amplitude, incidence, and location, were researched. In order to
investigate the role of frequency and take advantage of an insta-
bility mechanism, it is necessary to devise a new fluidic actuator,
the jet velocity of which is independent of frequency. The results
showed that the jet amplitude played an important role. The posi-
tive effect was obtained when the jet velocity exceeded the thresh-

Fig. 9 Instantaneous vorticity field and streamline without
synthetic jet: „a… i=5 deg, „b… i=10 deg, and „c… i=16 deg

Fig. 10 Instantaneous vorticity field and streamline with syn-
thetic jet

021018-6 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



old value. The positive effect was attained in a wide range of
incidence, and the optimal positive effect was obtained at 15 deg.
Four excitation stations were tested. For most cases, the optimal
positive effect was obtained at station 3. These results led the
authors to conclude that the application of synthetic jet for sepa-
ration flow control on axial compressor stator vanes showed great
promise. In addition, an evaluation on the efficiency of the syn-
thetic jet separation control system was discussed. The ratio be-
tween the gain and the expense was up to 6.6.
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Nomenclature
Ā � relative excitation amplitude, Ā=Vjet /c	

c	 � freesteam velocity
fe � excitation frequency
i � incidence
k � ratio, k=�p* /�piso

*

N � power of loudspeaker
p1 � static pressure at cascade inlet
p1

* � total pressure at cascade inlet
p2

* � total pressure at cascade exit
�p2

*�ex � total pressure at cascade exit with excitation
�p2

*�un � total pressure at cascade exit without excitation
�p2

*
� total pressure recovery, �p2

*= �p2
*�ex− �p2

*�un

�piso
* � total pressure rise produced by the actuator,

�piso
* =N / Q̇

pl � total pressure loss, pl= p1
*− p2

*

Q̇ � air volume flow rate
Vjet � peak velocity of synthetic jets

� � loss coefficient, �= �p1
*− p2

*� / �p1
*− p1�

�un � loss coefficient without excitation
�ex � loss coefficient with excitation

���� � relative reduction of loss coefficient, ����
= ��un−�ex� /�un�100%
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Heat Transfer at High Rotation
Numbers in a Two-Pass 4:1
Aspect Ratio Rectangular
Channel With 45 deg Skewed
Ribs
Heat transfer measurements are reported for a rotating 4:1 aspect ratio (AR) coolant
passage with ribs skewed 45 deg to the flow. The study covers Reynolds number (Re) in
the range of 10,000–70,000, rotation number (Ro) in the range of 0–0.6, and density
ratios (DR) between 0.1 and 0.2. These measurements are done in a rotating heat transfer
rig utilizing segmented copper pieces that are individually heated, and thermocouples
with slip rings providing the interface between the stationary and rotating frames. The
results are compared with the published data obtained in a square channel with similar
dimensionless rib-geometry parameters, and with the results obtained for a 4:1 AR
smooth channel. As in a 1:1 AR channel, rotation enhances the heat transfer on the
destabilized walls (inlet-trailing wall and outlet-leading wall), and decreases the heat
transfer ratio on the stabilized walls (inlet-leading wall and outlet-trailing wall). How-
ever, the rotation-induced enhancement/degradation for the 4:1 rectangular channel is
much weaker than that in the square ribbed channel, especially in the inlet (the first
passage). The results on the inlet-leading wall are in contrast to that in the smooth
channel with the same AR, where rotation causes heat transfer to increase along the
inlet-leading wall at lower Reynolds number (Re=10,000 and 20,000). Higher DR is
observed to enhance the heat transfer on both ribbed walls in the inlet (the first passage)
and the outlet (the second passage), but the DR effects are considerably weaker than
those in a ribbed square channel. Measurements have also been parameterized with
respect to the buoyancy parameter and results show the same general trends as those
with respect to the rotation number. In addition, pressure drop measurements have been
made and the thermal performance factor results are presented.
�DOI: 10.1115/1.2752185�

Introduction
One approach for increasing the efficiency of gas turbines is to

raise the turbine inlet temperature, which typically exceeds the
allowable material limits for the blade. A common technique for
blade cooling is to circulate coolant air through internal cooling
passages within the turbine blades. A key goal of the turbine heat
transfer community is to maximize the cooling efficiency of inter-
nal cooling passages and to accurately quantify the performance
of the coolant passages for parameters relevant to engine operat-
ing conditions. As a result, many studies have focused attention on
different cross-sectional geometries, different turbulator configu-
rations, and different flow parameters for both stationary and ro-
tating internal coolant passages. These studies have provided valu-
able insights on the effect of Coriolis and centrifugal forces on the
flow and heat transfer characteristics for specific geometries, and
have provided guidelines for implementing improved internal-
cooling strategies.

The early research in the field focused attention mainly on
straight, smooth, tubes with a circular cross section �1–3�. This
was extended to square smooth cross-section ducts �4,5� and de-
tailed measurements were reported in a straight and a serpentine,

rotating channel. Their study investigated the effects of rotation,
density ratio, and centrifugal force-driven buoyancy. Wagner et al.
�6� and Johnson et al. �7� further studied serpentine, square cross-
section rotating channels with turbulators �ribs� on the trailing and
leading walls. Both normal �90 deg� ribs or skewed �45 deg� ribs,
with rib pitch-to-height ratio P /e of 10, and the rib height-to
channel diameter ratio e /Dh of 0.1, were studied. Their results, for
the smooth and the two ribbed models, showed that in the radially
outward �inlet� leg of the coolant passage the heat transfer ratio on
the trailing walls steadily increased with increasing rotation num-
ber. However, on the inlet leading wall, the heat transfer ratio
initially decreased as the rotation number increased, but beyond a
critical rotation number �depending on the wall conditions, the
density ratio and streamwise location� the heat transfer ratio in-
creased with rotation number. In the radially inward �outlet� pas-
sages, the heat transfer ratio demonstrated more complex behavior
due to bend effects. In these studies �4–7�, uniform wall tempera-
ture conditions were maintained.

The cross section in the coolant passages of the first stage tur-
bine blade airfoil ranges typically from tall passages �low aspect
ratio� in the thickest portion of the turbine blade airfoil, to wide
rectangular passages �high aspect ratio� in the trailing edge. In the
later blade stages, where the cooling flow requirements are lower,
typically the second pass has a higher aspect ratio, and therefore
higher aspect ratio passages are encountered across the entire air-
foil. Most of the early reported studies have focused attention on
square passages. However, several studies have reported measure-
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ments in rectangular cross-section internal passages. Guidez �8�
first studied a radial straight smooth channel of aspect ratio
�AR�=2:1 for Reynolds numbers from 17,000 to 41,000 and ro-
tation numbers up to about 0.2, and found the same trends as
described in Wagner et al. �4�. Morris et al. �9� also studied a
straight rectangular channel with AR=2:1, covering Re from
10,000 to 25,000 and Ro from 0 to 0.2, but noted weaker rotation
effects than those reported by Wagner et al. �4�. Iacovides et al.
�10� performed a numerical study on an AR=2:1 straight rectan-
gular channel with rotation. Their results revealed that at low ro-
tation numbers Coriolis forces induced a pair of symmetric
streamwise vortices. The vortex pair could be transitioned to a
more complex four-vortex structure at high rotation numbers due
to the flow instability on the pressure wall. Soong et al. �11�
conducted a series of tests on square and rectangular channels
with different aspect ratios, but mainly focused attention on the
laminar flow regime, and rotation numbers less than 0.05 for the
turbulent flow cases. Han et al. �12� conducted a series of station-
ary measurements of heat transfer and pressure drop in straight
channels with AR=1:1, 2:1, and 4:1. Two opposite walls were
roughened with square cross-sectional ribs. The experiments cov-
ered Reynolds number in the range of 10,000–60,000, e /Dh of
0.047 and 0.078, P /e of 10 and 20, and rib angles of �=90 deg,
60 deg, 45 deg, and 30 deg. Their results showed that the heat
transfer and friction decreased with decreasing AR. In square
channels, the heat transfer was 30% higher at �=30–45 deg than
at �=90 deg. However, in a 4:1 rectangular channel the heat
transfer was almost the same for �=30–90 deg. Griffith et al. �13�
experimentally studied straight, smooth, and 45 deg ribbed, rect-

angular models of AR=4:1 over a parameter range that extended
from a Ro=0.305 at Re=5,000 to Ro=0.038 at Re=40,000. Their
results indicated that the heat transfer ratio on both leading and
trailing walls increased with rotation number. This observation
was different from that reported for square channels �4–7�. Zhou
et al. �14� reported a study on a smooth, two-pass, rectangular
channel of AR=4:1 with Reynolds number from 10,000 to
150,000, rotation number from 0 to 0.6, and density ratio from
0.10 to 0.20. The results indicated that, for low Reynolds number
�Re=10,000 and 20,000�, rotation enhanced the heat transfer in
inlet passage on both leading and trailing walls as Griffith et al.
�13� reported for the smooth and ribbed walls. However, for high
Reynolds numbers, the inlet-leading surface heat transfer de-
creased as rotation number increased. The study also found that
increasing density ratio enhances the heat transfer on all walls.

The configuration of interest in the present study is that of a
two-pass, rectangular coolant channel of AR=4:1, with ribs ori-
ented at 45 deg to the flow direction. This configuration has re-
ceived limited attention, and only for limited parameter ranges.

Fig. 1 Experimental setup: „a… rotation rig; „b… experimental
apparatus

Fig. 2 Heat transfer model and the ribbed copper elements:
„a… lower portion of the 45 deg ribbed model; „b… 45 deg ribbed
copper element with heater and spacer; „c… ribs configuration
on the leading and trailing walls
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For example, at a Re=20,000 a maximum Ro of 0.075, and at a
Re=40,000 a maximum Ro of 0.038 has been reported by Griffith
et al. �13�. Realistic parameter ranges of interest include a typical
Reynolds number of 25,000, and a rotation number in the range of
0.2–0.4. Higher parameter ranges are possible in closed-loop
steam cooled blades. Moreover, density ratio effects and buoyancy
effects on the heat transfer need to be quantified for this geometry;
however, no such data are available. The objectives of the present
study are to investigate the effects of rotation number, density
ratio or buoyancy parameter, and Reynolds number on the heat
transfer and pressure drop characteristics in a 4:1 AR rectangular
channel with skewed 45 deg ribs. The parameter ranges of interest
include: Reynolds number Re from 10,000 to 70,000, rotation
number Ro from 0 to 0.6, density ratio �DR� from 0.1 to 0.2, and
buoyancy parameter Bo from 0 to 3.0. The highest Ro �0.6� and
Bo �3.0� are achieved only at the lowest Re �10,000�. At Re
=25,000, the highest Ro and Bo achieved are 0.25 and 0.58, re-
spectively. Results for these parameter ranges, and particularly the
higher Ro, Re, and Bo are not available in the literature, and serve
as the main motivation for the present study.

In analyzing the present measurements for a 4:1 AR, results

will be directly compared with published results for a 1:1 AR
geometry �7� with skewed 45 deg ribs. This comparison will help
define the role of AR on parametric effects.

Experimental Details

Experimental Setup. The rotating rig shown in the Fig. 1�a�,
and originally used by Wagner et al. �4–6�, and Johnson et al. �7�,
has been utilized in the present study. The facility has two major
components: the containment vessel and the rotating arm assem-
bly. The containment vessel is 1.83 m �6 feet� in diameter and
consists of two symmetrical flanged sections. The upper section
�not shown in Fig. 1�a�� of the vessel is removable to allow access
to the rotating arm, and the lower section is anchored and sup-
ported by a steel support frame shown in Fig. 1�a� The vessel is
designed for operation at 5 mm Hg absolute pressure to reduce the
viscous heating and the power requirement of the rotating arm.

The arm assembly consists of the vertical shaft and the horizon-
tal arm, which are driven by a 15 horsepower dc motor. The ro-
tational speed of the shaft can be varied from 0 to a maximum of
1500 rpm by a feedback electronic controller. The vertical shaft

Fig. 3 Comparisons with previous studies at stationary conditions, P/e=10, T refers to trailing wall; and L
refers to leading wall: „a… Nu/Nu0 distributions in the inlet; „b… Nu/Nu0 distributions in the inlet, bend, and
outlet; and „c… Reynolds number effects in the inlet
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consists of the main outer shaft and an inner concentric shaft.
Together the shafts provide dual fluid paths for the rotary unions
mounted on each end of the main shaft. In the present experi-
ments, only the inner shaft is used as the air path. The rotary
unions and the paths in the shafts were designed to sustain
1034 kPa �about 10 atm�.

On the exterior surface of the main shaft, recessed grooves
allow signal and power leads to run from the rotating arm assem-
bly to two slip rings, one located on the upper end of the main
shaft �not shown in the figure� and the other on the lower end. The
two slip rings provide a total of 240 channels for power and in-
strumentation wires between the stationary and rotating frames.

A cylindrical pressure vessel containing the test section is
mounted on one end to the horizontal arm. On the other end, a
counter weight, with variable mass and positioning capabilities, is
mounted to allow for static and dynamic balancing of different
test sections. Stainless-steel tubing along the arm provides an air
passage from the test section to the shaft. A Kulite and a Scani-
valve pressure transducer are mounted on the arm to measure the
absolute pressure and differential pressure inside the test section,
respectively.

Air entering the test section is circulated through a refrigerant
cooling loop to alter and maintain the temperature of the inlet

airflow in order to achieve the desired density ratio, as shown in
Fig. 1�b�. The air is provided by a compressor-dryer-reservoir sys-
tem, with a maximum mass flow rate and pressure of 0.5 kg /s and
20 atm �300 psia�, respectively. The power supply unit has 72
independent channels for providing the 0–45 V of dc power for
the heaters inside the test section. The data are acquired through
Hewlett-Packard data acquisition systems �HP 3497A and HP
3498A Extender�, which are connected to a Dell computer through
a GPIB port and controlled by a custom-written C program. The
pressure signals, shaft speed, thermocouple readings, and heater
power readings are all recorded by this system. The mass flow rate
of the airflow is read separately through a Rosemount mass flow
metering unit.

Heat Transfer Models. Figure 2�a� shows a section view of the
lower portion of the 45 deg ribbed model. The lower portion of
the test section consists of a 6.35 mm �0.25 in.� thick G-10 Garo-
lite �continuous-woven laminated glass fabric with a thermal con-
ductivity of 0.1 W / �m K�� bottom plate; a 0.794 mm �0.031 in.�
thick silicon rubber sheet sandwiched between the bottom plate
and the frames; a 12.7 mm �0.5 in.� thick G-10 Garolite central
and outer frame; and 11 copper elements �ten rectangular plates

Fig. 4 Re number effects with variation of rotation number at DR=0.13 „a… inlet-trailing wall; „b… inlet-leading
wall; „c… outlet-trailing wall; and „d… outlet-leading wall
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plus a bend� 3.175 mm �0.125 in.� thick. The assembled copper
elements rest on the shoulders of both the central and outer
frames, and are flush with the bottom surface of the frame. The
assembled copper elements that make up the top of the test section
�not shown in Fig. 2�a�� are flush with the top of the frame. To-
gether they form a U-shaped channel with a cross-section width of
25.4 mm �1 in.� wide by 6.35 mm �0.25 in.� tall �aspect ratio of

4:1 and hydraulic diameter of 10.16 mm �0.4 in.��. An additional
silicon rubber sheet and a G-10 Garolite top plate, identical to the
those at the bottom, rests on the top of the frame, and the whole
unit is held together by screws through the smaller holes in the
frames.

The straight inlet and outlet sections of the test channel are
117.475 mm �4.625 in.� long, and the outer diameter of the bend
is 69.85 mm �2.75 in.�. The smooth inner and outer sidewalls,
which are not heated during the tests, are formed by the G-10
frame surfaces. In the inlet channel, two pressure taps are installed
to measure the inlet static pressure and pressure drop across the
length of the first straight leg of the channel.

A steel two-channel transition section is inserted between the
top and bottom G-10 plates and aligned with the inlet and exit
planes of the test section. This section provides the transition be-
tween the test channel and the air-feeds on the rotation rig. The
transition section is also equipped with screens to stabilize the
flow, and two K-type thermocouples to measure the inlet and out-
let flow temperatures.

The whole unit is bolted between two steel support plates, and
the assembly is mounted inside a cylindrical pressure vessel. The
thermocouple leads, power wires, and the pressure transducer
tubes are routed out of the vessel through sealed plugs on one of
the cylinder’s planar faces.

The typical copper element configuration with 45 deg ribs is
shown in Fig. 2�b�. Each copper plate has the dimensions of
27.432 mm �1.08 in.� by 21.59 mm �0.85 in.� by 3.175 mm
�0.125 in.�. On the back of each copper plate, a Minco Kapton-
backed foil heater is installed using thermally conductive adhesive
film. Two K-type thermocouples are installed into two blind holes
inside each copper plate using thermally conductive glue. Each
copper plate is isolated by a G-10 Garolite spacer with dimensions
of 1.905 mm �0.075 in.� by 27.432 mm �1.08 in.� by 3.175 mm
�0.125 in.� to impede heat conduction between different copper
plates. The inner surfaces of the spacers are carefully flush
mounted with the surfaces of the copper elements in the channel.
A total of 20 copper plates separated by spacers collectively form
the top and bottom of inlet and outlet straight channels.

The ribs are machined directly on the copper plates. Skewed
ribs are also machined through the G-10 insulation spacers, and
the copper plates and G-10 spacers are carefully aligned so that
the ribs are continuous as shown in Fig. 2�b�. The rib pitch P
=10.16 mm �0.4 in.�, resulting in e /Dh=0.1 and P /e=10. The
upper and lower ribs are both oriented at 45 deg to the flow di-
rection, and their radial locations are staggered relative to each
other, as shown in Fig. 2�c�.

In addition, a continuous copper element is used to form each
bend. Each bend plate �top and bottom� is equipped with a foil
heater with the same surface area as the bend and two K-type
thermocouples.

Data Reduction. During each run of the experiments, the wall
temperature, Tw, of each copper plate is maintained at a constant
value. In order to achieve the uniform wall temperature condition,
the electric current to each individual heater is adjusted so that all
copper elements are at the same wall temperature Tw. By varying
Tw and inlet flow temperature, Tin, different density ratios are
obtained. The local heat transfer coefficient hi at the ith copper
plate is calculated from the net heat flux, qnet,i� from the heated
plate to the coolant air, the surface temperature of the plate, Tw,
and the local bulk mean air temperature, Tb,i at the midpoint of the
plate. The following equation is used

hi = qnet,i� /�Tw − Tb,i�

where

qnet,i� = �qi − qloss,i�/Ai and qi = Ii
2 · Ri �1�

Fig. 5 Rotation effects in comparisons with Johnson et al. †7‡
at Re=25,000 and DR=0.13: „a… inlet „the first passage…; „b…
bend; and „c… outlet „the second passage…
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In the above equation, Ii and Ri are the current and the resis-
tance of the ith copper plate, respectively; qloss,i� is the heat loss
from the ith plate; and A is the projected area of the copper plate.
The maximum temperature reached by the plates over the range of
test conditions is 386 K, and the resistance of the heaters are
constant in this temperature range as per data sheets provided by
Minco Inc.

The heat loss for each copper plate is determined by a series of
stationary tests, without flow. Under equilibrium conditions, the
heat input is balanced by the heat loss, and the heat loss can be
calibrated to the wall temperature. The total heat loss is verified
by an energy balance between the inlet and exit utilizing the mea-
sured inlet and outlet temperature and the measured mass flow
rate ṁ. It is found that the total heat losses calculated by the
overall energy balance and the stationary heat loss tests, are very
close to each other. For example, at Re=25,000 and DR=0.15, the
ratio of the total heat loss to the total heat power is about 7%, and
the ratio of the maximum difference of the total heat losses cal-
culated by the two methods to the total heat power is only 1.15%.

The local bulk mean air temperature, Tb,i, is given by:

Tb,i = Tin + ��
j=1

i−1

�qj − qloss,j�leading

+
1

2
�qi − qloss,i�leading���ṁ · Cp�

+ ��
j=1

i−1

�qj − qloss,j�trailing +
1

2
�qi − qloss,i�trailing���ṁ · Cp�

�2�

where ṁ is the mass-flow rate; and Cp is the specific heat. The
Nusselt number, Nu, is then obtained from �k is based on the film
temperature �Tw+Tb� /2�

Nui = hi · Dh/k �3�

where Dh is the hydraulic diameter of the test channel �0.4 in.�;
and k is the air conductivity. Then Nui is normalized by the Dittus-
Boelter correlation

Fig. 6 Rotation effects with variable Re numbers at DR=0.13 „DR=0.10 for Re=70,000…: „a… inlet-trailing wall;
„b… inlet-leading wall; „c… outlet-trailing wall; and „d… outlet-leading wall
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Nuref = 0.023 · Re0.8 · Pr0.4

Thus

Nui/Nuref = hi · Dh/�k · 0.023 · Re0.8 · Pr0.4� �4�
To enable direct comparison with the square channel, Nu is

normalized by Nu0, where Nu0 is the Nusselt number in the fully
developed region of the corresponding stationary smooth channel
with the same aspect ratio AR. The friction factor, f , is calculated
by

f = ��P · Dh�/�4L · 1/2 · � · V2� �5�

where L is the distance between the two pressure taps; �P is the
pressure drop; � is the flow density; and V is the mean velocity of
the flow. Then f is normalized by the Karman-Nikuradse equation
�15�, f0=0.046·Re−0.2

f/f0 = ��P · Dh�/�4L · 1/2 · � · V2 · 0.046 Re−0.2� �6�

Finally, the thermal performance factor �TPF� is defined as is stan-
dard by

TPF = �Nu/Nuref�/�f/f0�1/3 �7�

Uncertainty. Using the Kline and McClintock �16� method, the
typical uncertainty in the calculated heat transfer coefficient in the
inlet is estimated to be approximately 9% for current test condi-
tions based on a maximum potential error of thermocouple read-
ings of 0.5°C. Repeatability tests with different runs indicated
that the thermocouple readings were repeatable to within 0.2°C.

Results and Discussions
During the experiments, the pressure in the test section was

maintained at 1034 kPa �150 psia�. The inlet air temperature var-
ied from 22°C for stationary tests to 35°C for tests at the highest
rotational speeds. During individual test runs, the wall tempera-
ture on each copper plate was maintained at the same value. To
achieve the density ratio DR values from 0.10 to 0.20, the wall
temperature was varied between 55°C and 113°C. The rotation
speed was varied from 0 rpm to 1100 rpm to achieve Ro values
from 0 to 0.6.

In the present study, the sidewalls are not heated and not instru-
mented, so the discussion below will focus on the leading walls
and trailing walls in the inlet and outlet channels. It should also be

Fig. 7 DR effects in comparisons with Johnson et al. †7‡ on the middle copper plates at Re=25,000: „a…
present: X /Dh=5.70; Johnson et al. †7‡: X /Dh=8.50; „b… present: X /Dh=5.70; Johnson et al. †7‡: X /Dh=8.50; „c…
present: X /Dh=24.37; Johnson et al. †7‡: X /Dh=25.50; and „d… present: X /Dh=24.37; Johnson et al. †7‡: X /Dh
=25.50
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noted that the flow coming into the test section is not fully devel-
oped as is the case for most real turbine inflow conditions.

Comparisons With Previous Studies Under Stationary
Conditions. To validate the experimental procedure, a series of
tests under stationary conditions are carried out, and the results
are compared with those from previous studies. Figure 3�a� shows
the Nu /Nu0 streamwise distributions in the first passage. The re-
sults of Johnson et al. �7�, Han et al. �12�, and Griffith et al. �13�
are also shown for comparison. Note that the ratio of pitch to rib
height �P /e� is 10 for all of the three cases; e /Dh is 0.10 for the
current study and Johnson et al. �7�; and 0.078 for Han et al. �12�.
Also note that the sidewalls in Ref. �7,12� are heated, but the
sidewalls in the present model are not heated. To minimize any
effects caused by the differences of channel aspect ratio, entrance
conditions, and thermal boundary conditions, the Nusselt number
Nu is normalized by Nu0, the value in the fully developed region
of the corresponding smooth model under stationary conditions.
The Nu0 value for the 4:1 AR case in the present study is obtained
from measurements �14�. The Nu /Nu0 in the present study shows
a relatively flat distribution along the streamwise direction unlike
that of a smooth model where Nu /Nu0 decreases with increasing
X /Dh �14�. Beyond X /Dh of 4, similar behavior is observed by
Johnson et al. �7� and Han et al. �12�. For X /Dh�4, the observed

differences are likely a consequence of differing entrance effects.
While there is intrinsic scatter in the data from the different
sources, by taking the streamwiseaverage for the three cases
shown in Fig. 3�a�, it is found that the present study has an aver-
age Nu /Nu0 of 2.87, while it is 3.07 for Johnson et al. �7�, 2.47 �at
Re=30,000� for Han et al. �12�, and 2.53 �at Re=20,000� for
Griffith et al. �13�. The maximum difference between the present
study and the three previous studies is 13%.

Figure 3�b� shows the Nu /Nu0 distributions along the stream-
wise direction at Re=25,000 in the inlet �X /Dh�11.5�, in the
bend region �11.5�X /Dh�18.4�, and in the outlet �X /Dh

�18.4�, and comparisons are made with Johnson et al. �7�. As in
Fig. 3�a�, Nu0 represents the smooth fully developed value for the
corresponding AR case, and is different for the 1:1 and 4:1 AR
cases. The key difference in trend between the two AR cases is the
entrance effect in the inlet, and in the region downstream of the
bend, where the 1:1 AR case shows a bend effect with a high
Nu /Nu0 on the leading wall immediately downstream of the bend.
The 4:1 AR case shows no noticeable bend effect, and further, the
Nu /Nu0 values remain relatively flat in the outlet duct unlike the
1:1 AR case where there is a decrease in Nu /Nu0 with X /Dh.

Figure 3�c� presents the variation of Nu /Nu0 with Re in the
inlet duct at Ro=0 for the present case and those reported in Ref.
�7,13� For all three models, the average Nu /Nu0 decreases with
increasing Re. For the present model, there is a 23% variation in
Nu /Nu0 in the range of Re=10,000–100,000; however beyond a
Re=25,000 Nu /Nu0 values asymptote to around 2.6 with a sub-
sequent decrease of less than 8.6% in the Nusselt number ratio.
Johnson et al. �7� show the same trend as observed in the present
study with the differences in Nu /Nu0 between the present study
and Johnson et al. �7� being around 5%. In Griffith et al. �13�,
significant Re effects are however observed. Nu /Nu0 drops from
3.5 to 2.2, as Reynolds numbers change from 5,000 to 40,000. The
maximum difference between Nu /Nu0 in the present study and
Griffith et al. �13� is 25%.

Reynolds Number Effects. In Fig. 3�c�, Re number effects are
shown for Ro=0. Figure 4 shows the Reynolds number effects for
the rotational cases along both the inlet and outlet ducts. It is clear
from Fig. 4 that there is a consistent Reynolds number effect for
all cases with rotation, and that this effect is comparable in mag-
nitude for the various Ro. As for the stationary case, there is an
asymptotic behavior for Re�25,000 beyond which the Re effects
are weak.

Rotation Effects. Figure 5 shows the rotation effects on the
heat transfer ratio in the inlet �Fig. 5�a��, in the bend �Fig. 5�b��,
and in the outlet �Fig. 5�c�� for Re=25,000 and DR=0.13. The
results for square channels from Johnson et al. �7� are also shown
for comparison. Note that for both cases, the data presented are at
the midpoint in the inlet and in the outlet. Rotation number is
varied from 0 to 0.25. As seen earlier in Fig. 3, under stationary
conditions the Nu /Nu0 value is higher in the inlet passage for the
4:1 AR channel. It should be noted, however, that the effects of
centrifugal buoyancy cannot be separated from the effects of the
Coriolis force by simply keeping density ratio DR as constant.

Destabilized Surfaces. For the 4:1 AR channel, it can be seen
that Nu /Nu0 increases steadily with rotation number along the
trailing wall �denoted by T in the figure� in the inlet passage and
the bend and along the leading wall �denoted by L� in the outlet
passage. These surfaces that see enhancement, called destabilized
surfaces, have Coriolis-induced secondary flows �proportional to
the rotation number� directed toward them.

These secondary flows that impinge on the destabilized surface
enhance mixing and turbulence along the surface, and therefore
also increase heat transfer. This behavior has been extensively
documented and quantified for the 1:1 AR geometry �4–7�. In the
inlet passage Nu /Nu0 along the trailing surface increases by 14%
or ��Nu /Nu0�=0.38 at Ro=0.25 �Nu /Nu0=3.11� from its station-

Fig. 8 Average DR effects at Re=10,000: „a… inlet; and „b…
outlet
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ary value �Nu /Nu0=2.73�. In the outlet passage and along the
bend, the corresponding increase in Nu /Nu0 with rotation is only
about 5% at a Ro=0.25. The comparison with square channel data
�7� indicates that there is an increase of 22% in Nu /Nu0 or
��Nu /Nu0�=0.75 along the inlet trailing wall as Ro is increased
to 0.23 �Nu /Nu0=4.03� from the stationary condition �Nu /Nu0
=3.28�. On the trailing wall in the bend, Nu /Nu0 shows only a
slight increase as in the 4:1 rectangular channel. On the leading
wall in the second passage, the increase in Nu /Nu0 is only 9% at
Ro=0.23.

It is clear that the rotation effects in the square and rectangular
channels show similar behavior on the destabilized walls in the
range of Ro numbers covered by the current study. The key dif-
ference appears to be that rotation-induced enhancements on the
destabilized surface appear to be substantially smaller �by as
much as 49%� for the 4:1 AR with ��Nu /Nu0�=0.38 relative to
the 1:1 AR geometry with ��Nu /Nu0�=0.75. The smaller rotation
effects in the current rectangular channels relative to the square
channels are attributed to the Coriolis force-induced secondary
flow cells being weaker as the AR increases and the leading wall
and the trailing wall being closer to each other.

The larger increase in Nu /Nu0 on the trailing wall in the first

passage relative to the second passage �observed for both 4:1AR
and 1:1AR� is caused by the extra generation of near-wall turbu-
lence due to the buoyancy-driven flow close to the wall, as dis-
cussed by Johnson et al. �7�. In the inlet, the near-wall centrifugal
buoyancy-driven flow moves inward toward the axis of rotation,
and the mean coolant flow is radially outward. This counterflow
pattern generates additional near-wall turbulence due to the strong
shear or velocity gradient. In the second passage, the direction of
the mean coolant flow and the near-wall buoyancy-driven flow are
coincident, and the generation of the near-wall turbulence is likely
to be weaker.

Stabilized Surfaces. In Fig. 5�a�, the behavior on the stabilized
surface in the inlet-leading wall for the 4:1 AR is generally con-
sistent with those of the 1:1 AR. In both cases, the heat transfer
ratio decreases with Ro. A similar behavior is seen for the outlet-
trailing wall except that for the 1:1 AR there is an initial decrease
until Ro=0.12 followed by a small increase at Ro=0.23. For the
4:1 AR the largest reduction in Nu /Nu0 with Ro is almost the
same on both walls �10% decrease on the inlet-leading wall and
8% on the outlet-trailing wall at Ro=0.25 relative to the stationary
value�. In square channels, along the leading-inlet wall there is a
decrease in Nu /Nu0 of 51% at Ro=0.23 from the stationary value

Fig. 9 Buoyancy effects in comparisons with Johnson et al. †7‡ on the middle copper plates at Re=25,000: „a…
present: X /Dh=5.70; Johnson et al. †7‡: X /Dh=8.50; „b… present: X /Dh=5.70; Johnson et al. †7‡: X /Dh=8.50; „c…
present: X /Dh=24.37; Johnson et al. †7‡: X /Dh=25.50; and „d… present: X /Dh=24.37; Johnson et al. †7‡: X /Dh
=25.50
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�Fig. 5�a��. On the trailing wall in the second passage �Fig. 5�c��,
Nu /Nu0 initially decreases with Ro by 21% at Ro=0.12 beyond
which there is a modest increase.

It is evident that the rotation effects are much greater in the 1:1
square channel than in the 4:1 rectangular channel. In the in-
letchannel the reduction on the stabilized surface is nearly fivefold
greater for the 4:1 AR, while in the outlet channel the reductions
in Nu /Nu0 are twofold greater for the square channel. It should be
noted that the present results are in contrast to that of Griffith et al.
�13� who, for a 4:1 AR 45 deg ribbed channel, reported a mono-
tonic increase in heat transfer rate on the leading wall with radi-
allyoutward flow in the range of Re=5,000–40,000. However, in
their study at Re=40,000, the maximum rotation number was only
Ro=0.038. In the present study, Ro numbers up to 0.25 at Re
=25,000 have been studied, and a monotonic decrease is observed
over this range. It should be noted that Zhou et al. �14�, for a 4:1
smooth channel, also observed an increase in the inlet-leading
heat transfer with Ro. This behavior was rationalized through
companion computational results which showed that for the 4:1
smooth channel, a multiroll secondary flow pattern was observed,
and that both the leading and trailing surfaces experienced down-
wash of the secondary flow resulting in enhanced heat transfer on
both surfaces with rotation. However, with inclined ribs on the
wall, the secondary flow pattern is likely to be different, and the
present measurements support this expectation.

It is apparent that the rotational effects are stronger in the inlet
than in the outlet by comparing Figs. 5�a� and 5�c�. That is, the
gap of Nu /Nu0 between the leading and the trailing walls is larger
in the inlet than in the outlet. This is caused partially by the
different effects of rotational buoyancy force on the destabilized
surfaces. In the first pass with radially outward flow, both rota-
tional buoyancy and Coriolis force enhance the heat transfer on
the trailing wall. In the second pass with radially inward flow, the
rotational buoyancy weakens the heat transfer on the leading wall,
reducing the heat transfer enhancement induced by the Coriolis
force. Therefore, the heat transfer enhancement on the destabi-
lized wall is stronger in the inlet than that in the outlet.

Figure 5�b� shows the rotation effects in the bend region. For
the present 4:1 model, rotation effects in the bend are rather small
as for the square channel. This is to be expected since the flow
over a significant portion of the bend is oriented in the direction of
rotation leading to reduced Coriolis forces.

To provide a better perspective of the rotational effects at all
Reynolds number studied �10,000–70,000�, the 4:1 AR data in the
form of streamwise-averaged Nu /Nu0 is plotted separately for

each wall, and each Re, as a function of the Ro �Fig. 6�. At each
Re, the rotational effects are consistent with that shown in Fig. 5.
Rotation causes a monotonic increase in the heat transfer on the
destabilized walls, and this effect is clearly greater in the inlet
channel. In the outlet channel, the enhancement appears to de-
crease somewhat with decreasing Re. In fact, at Re=10,000,
Nu /Nu0 along the outlet-leading wall almost remains constant
over the full range of Ro values from 0 to 0.6. On the other hand,
rotation results in a monotonic decrease in heat transfer on the
stabilized walls. The only exception occurs again at Re=10,000
with Ro higher than 0.4, where the Nu /Nu0 on the inlet-leading
wall increases as Ro increases, implying that at these conditions
the buoyancy-driven effects override the Coriolis-force effects on
this wall.

Density Ratio Effects. The local density ratio is defined as
DR= ��b−�w� /�b= �Tw−Tw� /Tw. In the present study, the inlet
bulk density is used as the nominal density ratio, but local DR
actually decreases as X /Dh increases, since Tw is constant, while
Tb increases as X /Dh increases. The density ratio, caused by the
temperature gradient normal to the wall, induces the centrifugal
buoyancy force on the flow under rotational conditions. This

Fig. 10 Average buoyancy effects at Re=10,000, inlet

Fig. 11 Friction factor and thermal performance factor versus
Re number in the inlet at Ro=0: „a… Friction factor in the inlet;
and „b… TPF in the inlet
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buoyancy force is expected to become more significant as either
DR or Ro number increases. By holding Ro constant, the influ-
ence of DR can be examined.

Figure 7 presents the Nu /Nu0 ratio for different DR at the mid-
point of the channels: X /Dh=5.7 for the inlet, and X /Dh=24.4 for
the outlet. At this midpoint location, R /Dh is 65.7, where R is
defined as the local radius of the midpoint of the channel. Also
shown are the results of Johnson et al. �7� for the ribbed square
channel at the midpoint of the inlet and outlet channels. These
results are presented at Re=25,000.

In general, increasing DR increases Nu /Nu0 for both the 1:1
AR and 4:1 AR ribbed channels, but the DR effects for the 4:1 AR
channels are relatively small and on the order of the measurement
uncertainty. However, these measurements are repeatable and re-
peated runs produced the same behavior. For the 4:1 AR, the
effects of DR on the stabilized surfaces are marginal �	2–4% �,
while on the destabilized surfaces the Nu /Nu0 increases by 6–7%
at Ro=0.23 when DR is doubled from 0.1 to 0.2. For the square
channel, the effects of DR are more evident. At Ro=0.24 as DR
increases from 0.07 to 0.23, Nu /Nu0 increases 15% on the inlet-
trailing wall, 5% on the inlet-leading wall, 43% on the outlet-
trailing wall, and 20% on the outlet-leading wall. From these dif-
ferences, it is clear that the DR effects are stronger in the second
passage with radially inward flow than in the first passage with
radially outward flow.

The density ratio effects are more clearly shown in Fig. 8 for
Re=10,000 with Ro up to 0.6. Again the heat transfer enhance-
ment due to higher DR is observed. In Fig. 8�a�, the increase in
Nu /Nu0 on the inlet-leading wall is observed for each of the three
DR values only after Ro passes a critical point and approaches
higher values. Note that the critical Ro becomes smaller as DR
increases. This fact clearly indicates that it is the centrifugal buoy-
ancy force that causes this phenomenon.

Buoyancy Effects. The combination of rotation effects and
density ratio effects can be represented by a buoyancy parameter,
which is defined as

Bo = ���w − �b�/�w���R/V���Dh/V�

where R is the rotation radius. Expressed in another form, the
buoyancy parameter can be written as

Bo = �DR�Ro2R/Dh

The buoyancy parameter Bo correlates the buoyancy effects for
both rectangular �4:1� and square �1:1� channels at Re=25,000
�Fig. 9� reasonably well on the destabilized surfaces �inlet trailing
and outlet leading�. Nu /Nu0 for the destabilized surface increases
monotonically with increasing Bo. On the stabilized surfaces �in-
let leading and outlet trailing�, Nu /Nu0 for the 4:1 AR initially
decreases with increasing Bo, but at higher Bo values, Nu /Nu0
plateaus �Fig. 9�b�� or increases slightly �Fig. 9�c�� with Bo. For
the 1:1 AR a similar behavior is observed, but the correlation with
respect to the Bo is better for the rectangular channel than for the
square channel. It was shown earlier that the effects of both the Ro
and DR are weaker for the 4:1 AR channel, and the better corre-
lation with Bo for the 4:1 AR may be a consequence of this fact.

Figure 10 shows the buoyancy effects for Re=10,000 in the
inlet duct with Bo parameters as high as 3. Once again, Bo ap-
pears to be a good correlating parameter.

Thermal Performance Factors. Figure 11 shows friction fac-
tor ratio and the TPF at Ro=0 based on the pressure drops mea-
sured with a Scanivalve ZOC-14 transducer. These pressure drops
were normalized to yield friction factors �Eq. �6�� that are then
combined with the Nu /Nuref to yield thermal performance factors
�Eq. �7��. The friction factor ratios show an increase with Re
beyond 25,000 and up to 70,000 beyond which the values remain
relatively constant. The TPF values show an initial decrease with
Re, but beyond a Re of 70,000, the TPF remains fairly flat at

around 1.2.
Figure 12 shows the effect of rotation on the friction factor ratio

and TPF at Re=25,000. It is evident that rotation has no signifi-
cant influence on the friction factor and the thermal performance
factor. Note that the Nu /Nuref employed to calculate TPF is the
average values for all the copper plates �leading plus trailing� in
the inlet passage. This average Nu /Nuref does not change signifi-
cantly with rotation �17–20�.

Concluding Remarks
Heat transfer measurements are reported in a rotating rig to

examine the effects of rotation number, density ratio, and the
buoyancy parameter on the heat transfer characteristics in a two-
pass 4:1 AR internal coolant passage with ribs skewed at 45 deg
to the main flow. The results are compared to the data obtained in
a 1:1 AR square rotating channel with the same dimensionless rib
geometry and reported by Johnson et al. �7�. The following major
conclusions are drawn:

1. Rotation effects enhance the heat transfer on the destabilized
surfaces of the 4:1 AR channel. This enhancement is stron-
ger on the inlet-trailing wall than on the outlet-leading wall.
Rotation effects degrade heat transfer on the stabilized walls,
and cause a decrease in Nu /Nu0 on the inlet-leading and
outlet-trailing walls. However, for the lower Re �Re
=10,000�, there is an increase in Nu /Nu0 on the stabilized
inlet-leading wall at higher Ro numbers ��0.4�;

Fig. 12 Friction factor and thermal performance factor versus
Ro number in the inlet with DR=0.15 and Re=25,000 „a… friction
factor in the inlet; and „b… TPF in the inlet
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2. In the range of Ro number covered in the present study �at
Re=25,000�, the 4:1 AR rectangular channels exhibit similar
but weaker rotation effects compared to the results reported
by Johnson et al. �7� for a 1:1 AR channel;

3. Higher density ratio enhances heat transfer on all of the four
walls in the inlet and in the outlet of the 4:1 AR. However
the DR effect is considerably weaker compared to that ob-
served for the 1:1 AR channel;

4. Buoyancy parameter �Bo� is observed to correlate the
Nu /Nu0 data reasonably well. This corrlelation is stronger
for the 4:1 AR. The data suggest that the buoyancy effects in
the present study are dominated by the centrifugal accelera-
tion due to rotation; and

5. The present data for the 45 deg 4:1 AR geometry show a
trend along the inlet leading wall that is in contrast with the
4:1 AR smooth channel where the leading wall heat transfer
increased with Ro.

Nomenclature
A 	 area

Bo 	 buoyancy parameter, DR*Ro2*R /Dh, where
DR is the local density ratio

Cp 	 specific heat
D 	 diameter

DR 	 coolant to wall density ratio at the inlet, DR
= ��b−�w� /�b= �Tw−Tb� /Tw

TPF 	 thermal performance factor,
�Nu /Nuref� / �f / f0�1/3

f 	 average friction factor
H 	 the height of the sidewalls, which are smooth

and unheated
h 	 heat transfer coefficient
I 	 current applied to heater
k 	 heat conductivity of air, or 1000 in represent-

ing Re values
L 	 channel length
ṁ 	 mass flow rate

Nu 	 Nusselt number
P 	 pressure, or streamwise rib pitch

Pr 	 Prandtl number
�P 	 pressure drop

q 	 heat transferred through copper element
q� 	 heat flux per unit area
R 	 resistance of heater, or rotating radius

Re 	 Reynolds number, �VD /

Ro 	 rotation number, �Dh /V

T 	 temperature
V 	 average velocity
W 	 the width of the leading and trailing walls,

where ribs are located
X 	 distance from the entrance of the inlet, along

the streamwise direction
� 	 rotational speed
� 	 density of air

Subscripts
0 	 value in the fully developed region in the

smooth channel with the same aspect ratio at
Ro=0

b 	 bulk value
h 	 hydraulic
i 	 ith copper plate

w 	 wall
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Evolution of Surface Deposits on
a High-Pressure Turbine
Blade—Part I: Physical
Characteristics
Turbine blade coupons with three different surface treatments were exposed to deposition
conditions in an accelerated deposition facility. The facility simulates the flow conditions
at the inlet to a first stage high-pressure turbine (T=1150°C, M=0.31). The combustor
exit flow is seeded with dust particulate that would typically be ingested by a large utility
power plant. The three coupon surface treatments included: (1) bare polished metal; (2)
polished thermal barrier coating with bondcoat; and (3) unpolished oxidation resistant
bondcoat. Each coupon was subjected to four successive 2 h deposition tests. The par-
ticulate loading was scaled to simulate 0.02 parts per million weight (ppmw) of particu-
late over 3 months of continuous gas turbine operation for each 2 h laboratory simula-
tion (for a cumulative 1 year of operation). Three-dimensional maps of the deposit-
roughened surfaces were created between each test, representing a total of four
measurements evenly spaced through the lifecycle of a turbine blade surface. From these
measurements the surface topology and roughness statistics were determined. Despite the
different surface treatments, all three surfaces exhibited similar nonmonotonic changes in
roughness with repeated exposure. In each case, an initial buildup of isolated roughness
peaks was followed by a period when valleys between peaks were filled with subsequent
deposition. This trend is well documented using the average forward facing roughness
angle in combination with the average roughness height as characteristic roughness
metrics. Deposition-related mechanisms leading to spallation of the thermal barrier
coated coupons are identified and documented. �DOI: 10.1115/1.2752182�

Keywords: deposition, roughness, turbines

Introduction
Land-based and aircraft gas turbines ingest large quantities of

air during operation. In land-based gas turbines, filters are used to
remove contaminants found in the atmosphere. These contami-
nants are composed of a variety of substances such as dust or
airborne pollutants produced by the combustion of fossil fuels.
Even with the best filtration, some of these particles pass through
the combustor where they are heated by the exhaust gases. As they
continue through the engine’s turbine section, the particles tend to
erode the turbine blades if they are below the softening tempera-
ture, or to adhere to the turbine blades if they are above the soft-
ening temperature. This latter case creates deposits on the blade
surfaces. Once beyond the temperature where the particulate
changes phase, the rate of particulate agglomeration increases
while the rate of blade erosion decreases �1�. Studies involving
aircraft engines indicate that this threshold occurs between 980°C
and 1150°C �1–3�. In one study involving volcanic ash ingestion
by an aircraft engine, deposits did not occur at temperatures lower
than 1121°C �4�. Once formed, deposits roughen the blade sur-
faces resulting in an increase in skin friction and in the convective
heat transfer rate between the exhaust gases and the turbine
blades. Deposits can also clog vital coolant passages, thus further
aggravating the thermal load of the turbine components.

Unfortunately, because this deposition process requires thou-

sands of hours �for a land-based turbine�, little is known about the
evolution of deposition on turbine blade surfaces. Even if a study
was commissioned to monitor turbine deposition as a function of
service time, it would be prohibitively expensive to shut down an
operating land-based turbine facility at frequent enough intervals
for a detailed study. Consequently, turbine surface degradation
studies to date have involved numerous turbine components taken
from different engines operating under a wide range of conditions.
For example, Fig. 1 contains centerline-averaged surface rough-
ness �Ra� data for a collection of aero-engine �from Tarada and
Suzuki �5�� and land-based engine components �from Bons �6��
plotted versus service hours. The measurements were taken from a
variety of gas turbines, each operating under different conditions
and in different environments. The scatter in the data indicates
that service time is not the only parameter influencing turbine
surface condition. Unless a study is conducted with the same tur-
bine operating at the same conditions over an extended period of
time, it will be impossible to understand the evolution of deposits
under a given set of conditions.

The difficulty of obtaining deposits for study under controlled
conditions has been addressed recently with the creation of a fa-
cility that rapidly reproduces the sort of deposition found on in-
service turbine blade surfaces �7�. The Turbine Accelerated Depo-
sition Facility �TADF� consists of a specialized combustor capable
of creating deposits on circular turbine blade coupons at a vastly
accelerated rate and under controllable conditions. The principle
behind the production of accelerated deposition is that of match-
ing the product of the particle concentration in the air flow �mea-
sured in parts per million weight �ppmw�� and the number of
hours of operation. Thus, to simulate a particle flow rate of
0.02 ppmw through a gas turbine over 10,000 h of operation, the
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TADF could be operated at 20 ppmw of particle flow for only
10 h. The validation of this testing methodology was the subject
of a previous paper by Jensen et al. �7�. In that study, deposits
generated in the accelerated deposition facility were compared
with deposits on in-service hardware. It was found that for all of
the critical features affecting convective heat transfer �i.e., deposit
surface roughness� and conduction heat transfer �i.e., deposit
thickness, structure, and elemental constituents�, the accelerated
test produced comparable results to longer duration exposure. The
TADF was subsequently employed for a study of deposition from
various synfuels with considerable success �8�. The objective of
the present study is to document the evolution of turbine deposi-
tion with successive exposure in the accelerated deposition facil-
ity. Testing was performed at constant operating conditions for the
three most common material systems found on modern gas tur-
bine airfoils: uncoated superalloy, thermal barrier coating �TBC�,
and oxidation resistant coating. Due to the prevalence of TBC
coatings in modern gas turbines, three of the TBC coupons were
tested �one without particulate in the combustor�.

Experimental Facility
A detailed description of the Turbine Accelerated Deposition

Facility is provided by Jensen et al. �7�; only a brief summary of
the essential features is given here. During operation, a horizontal
stream of air is introduced into the base of the TADF �Fig. 2�. This
stream is diffused within a region filled with 1.3-cm-diameter
marbles to ensure that the flow is evenly distributed across the
entire 30.5-cm-diameter base of the combustor. The diffused flow,
now following a vertical path, is straightened by an aluminum
honeycomb and enters the combustion region. Within this region,
four upward curving tubes introduce partially premixed natural
gas, which is immediately ignited.

Particulate is introduced into the combustor through a line that
is bypassed from the primary air line. This secondary stream
passes through a glass bulb into which particulate is slowly in-
jected with a motor-driven syringe. The particulate used in this
study is identical to that used by Jensen et al. �7�, and is primarily
composed of silicon and aluminum oxides �80%� with smaller
concentrations of Na, K, Mg, Ca, and Fe. The mass mean diam-
eter is 15 �m. The particulate is entrained into the flow and is sent
into the combustor through a tube that enters the combustion re-
gion �Fig. 2�. The particulate laden flow, now mixed with the hot
exhaust gases, passes through a cone directly above the combus-
tion region which accelerates the flow. Immediately beyond the

cone, the flow passes through a 1 m long equilibration tube with a
1.58 cm inner diameter. The tube length is sufficient to bring a
40-�m-diameter particle up to the freestream temperature and ve-
locity of the exit flow under test conditions �7�. At the exit, the
flow velocity is approximately 220 m /s �M=0.31�. This value is
typical of the inlet flow Mach number experienced by first stage
high-pressure �HP� turbine blades and vanes during operation. The
uncertainty in the mass flow was �4% for the nominal flow rate
�0.011 kg /s�.

The equilibration tube terminates into a cup-shaped region
where the turbine blade coupon is held �Fig. 3�. The coupon
holder is located 2–3 jet diameters above the exit of the equilibra-
tion tube. At this point, the average jet temperature of 1150°C
matches that found in the first stage of a G-class gas turbine. The
coupon holder can be positioned at angles of 45 deg, 60 deg, or
90 deg to the jet. For the current study, an angle of 45 deg was
selected due to the observation by Jensen et al. �7� that the statis-
tical roughness factors Ra and Rt peaked when the coupon was
held at an angle 45 deg to the flow. Additionally, of the three
available angles, 45 deg ensures that the greatest possible coupon
area is exposed to parallel flow rather than impinging flow. No
cooling was applied to the coupons, so the system operates ap-
proximately isothermally at the gas temperature. Temperature gra-
dients through the coupon thickness that exist in the engine are
therefore not simulated. Overall error in temperature measure-
ments is less than 15°C at the operating temperature of 1150°C.

The mass flow rate of air into the TADF is determined through
the use of a choked flow orifice plate in the main air line. The
natural gas flow rate is measured with a rotometer with an at-
tached pressure gauge. This flow rate is adjusted throughout the
course of an experiment in order to maintain the desired exit tem-
perature, although it is generally 4% of the air mass flow rate. The

Fig. 1 Distribution of Ra „�m… for multiple aero and land-
based turbine blades „from Refs. †5,6‡…

Fig. 2 Turbine Accelerated Deposition Facility
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TADF exit temperature is measured by two 0.8-mm-diameter Su-
per OMEGACLAD K-type thermocouple probes protruding into
the flow �Fig. 3�. The mass flow rate, the data from the thermo-
couple probes, and the cross-sectional area of the TADF exit
nozzle are used to calculate the flow Mach number using the ideal
gas law relation for the speed of sound.

The turbine blade coupons donated from the gas turbine indus-
try for this study were flat, circular disks with a diameter of ap-
proximately 2.54 cm. Like actual turbine blades, the coupons con-
sisted of a nickel–cobalt superalloy substrate with various surface
treatments. Three types of surface treatment were studied: �1� bare
polished metal; �2� polished thermal barrier coating with bond-
coat; and �3� unpolished, 310-�m-thick oxidation resistant bond-
coat. The TBC was approximately 1-mm-thick air plasma-sprayed
�APS�, yttria stabilized zirconia �YSZ�. The polished bare metal
and TBC coupons both had initial roughness levels �Ra� less than
0.6 �m, while the “as-applied” oxidation resistant bondcoat had a
roughness level of 16 �m. This initial level of surface roughness
had a significant effect on deposition evolution as will be shown.

Each of the coupons used in this study underwent four consecu-
tive experiments �hereafter referred to as “Burns”� in the TADF.
Each burn was intended to simulate approximately one-quarter of
an operational cycle between maintenance periods. During a burn,
each coupon experienced approximately 45 min of warmup time,
during which the TADF was brought to an operational freestream
temperature of 1150°C and a flow Mach number of approxi-
mately 0.31. Once steady state had been reached, particulate was
introduced into the facility. This particulate flow was maintained
for a period of 2 h. During each 2 h burn, an average of 25 ppmw
of particulate was introduced into the TADF for a total of
50 ppmw h. This is intended to simulate approximately 2500 h of
operation with a particulate concentration of 0.02 ppmw, for a
total of 10,000 simulated h during a standard series of four ex-
periments per coupon. Uncertainty in the particle concentration
measurement was �6 ppmw for typical flow conditions.

Following an experiment, the coupon was allowed to cool for
several hours, after which it was removed from its fixture. Upon
removal, the coupon was placed in a profilometer fixture while
topological measurements were taken. Following this process, the
coupon was stored until the subsequent burn.

Experimental Measurements
The surface topology was measured before and after each burn

using a Hommel Inc. T8000 profilometer equipped with a
TKU600 stylus. The stylus tip was conical in shape and had a
5 �m tip radius. Three-dimensional surface representations were

constructed from a series of two-dimensional traces separated by
10 �m. Data points within each trace were also separated by
10 �m, resulting in a square surface data grid. Three-dimensional
surface representations and roughness statistics were produced af-
ter form removal using a fourth-order polynomial fit. The statistics
of most interest for this study were the centerline averaged rough-
ness, Ra, the average roughness height, Rz, and the average
forward-facing surface angle, �̄ f. The centerline averaged rough-
ness was calculated using the following

Ra =
1

IJ�i=0

I−1

�
j=0

J−1

�zi,j� �1�

Rz was calculated as the mean of the vertical distance between
the highest peak and deepest valley every 2.5 mm of a 2D surface
trace. The average forward-facing angle was calculated using the
methodology proposed by Bons �9� in which the surface is tra-
versed in the flow direction and forward-facing angles are aver-
aged with all leeward-facing angles set equal to zero �Eq. �2��

�̄ f =
1

I �i=0

I−1

�i �2�

where, if �zi+1−zi��0

�i = tan−1� zi+1 − zi

yi+1 − yi
� else ,�i = 0

Typically, Rz and �̄ f are calculated as the average of multiple
2D surface traces. In addition to surface measurements, once the
final burn was completed, each coupon was prepared for analysis
in the FEIXL30 environmental scanning electron microscope
�ESEM�. The coupons were potted in epoxy, cut, and polished in
order to image the cross section of the final deposit. X-ray spec-
troscopy was used to distinguish regions of deposit from TBC and
bondcoat.

Results and Discussion

Bare Metal Coupon. The virgin uncoated coupon had a highly
polished surface �Ra=0.1 �m� and experienced significant de-
posit flaking. Large regions of bare substrate were exposed when
the overlying deposits flaked off after removing the coupon from
the TADF. This flaking is believed to be caused by differing ther-
mal coefficients of expansion. As the coupon cools and contracts,
the deposits are put under stress and respond by cracking off. This
flaking was most pronounced after Burn 1, when the surface prior
to deposition was in its highly polished �virgin� state. Figure 4
shows the streamwise �y direction� averaged surface traces after

Fig. 3 Schematic of TADF turbine coupon holder

Fig. 4 Streamwise-averaged surface traces of the bare metal
coupon deposit at five different points in its evolution
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each burn. The uncertainty in absolute vertical position is �8 �m,
due to errors in relocating the coupon in the measurement fixture
after each burn. Following the first burn, the center of the deposit
�5�x�15� flaked off, producing the crater-like surface trace. The
next burn produced durable deposit growth in the center of the
coupon while the edges experienced flaking. The final two burns
produced continuous �though nonlinear� deposit growth.

Though not evident from Fig. 4, the deposit structure also
changes substantially from Burn 2 to Burn 4. Figure 5 contains a
series of 3D topologies showing the deposit evolution on a
3 mm�5 mm area near the coupon center. The most dramatic
changes occur during Burn 2, after the residue beneath the flaked
off deposit from Burn 1 has altered the virgin surface by rough-
ening it slightly �Ra=0.5 �m after Burn 1�. The deposit structures
become noticeably less peaked after Burn 3, as the subsequent
deposit fills in valleys in the irregular surface. Finally, Burn 4
again shows the reemergence of new deposit peaks.

This evolution can be summarized quantitatively by plotting the
trend of roughness height �as represented by Ra and Rz� and the
roughness shape �as represented by �̄ f�. These data are plotted in
Fig. 6 for the same 3 mm�5 mm region of the coupon shown in
Fig. 5.

If the surface left behind after Burn 1—in which nearly all
deposits had flaked off—was taken as a starting point for deposit
evolution, then an interesting trend is revealed. Roughness height
�Ra and Rz� initially increases substantially �Burn 1–Burn 2�. This
is followed by a phase in which the rate of increase slows �Burn
2–Burn 3�. Finally, the roughness increases again �Burn 3–Burn
4�. At the same time, the peakedness of the deposit structures
varies also, as shown both by a visual examination of the three-
dimensional surface representations �Fig. 5� as well as by the
average forward facing angle �Fig. 6�. After Burn 1 and the sub-
sequent flaking of the local deposits, the zoomed surface showed
a relatively low value of �̄ f. This value increased dramatically
after Burn 2, resulting in the peak-dominated surface seen in Fig.
5�c�. With Burn 3, a “wavier” surface was produced with an at-
tendant 40% drop in average forward facing angle. Finally, Burn
4’s surface returned to a more peaked state. It is noteworthy that
the levels of Ra, Rz, and �̄ f shown in Fig. 6 �and subsequent Figs.
9 and 11� are comparable to those reported for measurements on
actual turbine hardware �5,6�. Specifically, the Ra values mea-
sured after Burn 1 on the bare metal coupon �Fig. 6� are consistent
with those shown in Fig. 1. Thus, the accelerated deposition pro-
cess adequately simulates the actual deposition environment in the
engine as far as surface roughness condition is concerned. This is
consistent with the findings of Jensen et al. �7�.

TBC Coupons. Unlike the bare metal coupon, the deposits
formed on the TBC coupons were relatively uniform with little
noticeable deposit flaking. This may be due to several factors:
first, the TBC coupon’s preburn surface was rougher �Ra
=0.6 �m� than the polished bare metal surface. Second, unlike the
polished metal substrate, the TBC surface is a relatively porous
ceramic material. The porosity of the TBC would likely allow
deposits to become better anchored during formation. Finally, the
lower coefficient of thermal expansion inherent in a ceramic coat-
ing such as the TBC would produce less strain on any attached
deposits during cooldown. Consequently, the average deposit
thickness was 68 �m after the first burn on the TBC1 coupon
�Fig. 7�. Following Burn 1, the spanwise-average height of the
deposit grew only slightly before exhibiting substantial reductions
with Burns 3 and 4. This phenomenon is due to TBC spallation
which occurred near the coupon edges, thus skewing the stream-
wise average of the deposit height. In reality, the deposit thickness
continued to grow in the unspalled regions near the center of the
coupon. Spallation was particularly severe in the region shown on
the left side of Fig. 7 �x�8 mm� where repeated thermal cycling
caused portions of the TBC to crack and lift away from the rest of
the surface, creating a 100 �m vertical step. Further damage oc-

Fig. 5 Surface topologies of 3 mmÃ5 mm section of deposit
on bare metal coupon after each burn. Vertical scale shows
peak roughness height: „a… before Burn 1, „b… after Burn 1; „c…
after Burn 2; „d… after Burn 3; and „e… after Burn 4.
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curred when these raised portions of the TBC were mechanically
removed prior to the Burn 3 measurement to avoid damage to the
Hommel profilometer stylus.

Figure 8 contains a series of 3D topologies showing the deposit
evolution on a 5.7 mm�9.5 mm region of the TBC1 coupon
away from the spallation at the coupon edges. Once again, Burns
2–4 appear to fill the valleys between the initial deposit peaks
created during the first period of exposure. This trend is even
more evident when reviewing the evolution of roughness statistics
for the TBC coupons �Fig. 9�. Data for two TBC coupons are
shown in Fig. 9 to explore the repeatability of the testing proce-
dure. The second coupon �TBC2� was subjected to a similar four
burn testing sequence though with roughly 30% lower net particu-
late loading. It also began to show signs of spallation after the
second burn, however the spallation was more pronounced than
for the TBC1 coupon �	60% of the surface for TBC2 versus
	20% for TBC1�.

As was the case with the bare metal coupon after the flaking
subsided, the roughness height �i.e., Ra and Rz� on the TBC cou-
pons increased markedly during the first burn. This was then fol-
lowed by a gradual increase over the next Two burns. Finally, the
roughness height again increased more rapidly with Burn 4. The
average forward facing angle also followed a trend similar to that
shown in Fig. 6 for the bare metal coupon. After the first burn, �̄ f
for TBC1 climbed to 7 deg. Following this there was a slight
decline with Burn 2 and a leveling off with Burn 3. Finally, the
average forward facing angle climbed back above 7 deg with

Burn 4. The trend for TBC2 is similar.
The data from the bare metal and TBC coupons suggest that for

the conditions studied, deposition begins with isolated fragments
of molten particulate that attach to the surface due to inertial im-
paction. The initial distribution of these isolated peaks is such that
subsequent deposition fills in the valleys between the peaks. Thus,
the actual deposit roughness height and shape exhibit a nonmono-
tonic trend with service time. This trend has direct implications
for skin friction �and thus aerodynamic efficiency� and heat trans-

Fig. 6 Roughness statistics for the bare metal coupon deposit

Fig. 7 Streamwise-averaged surface traces of the TBC1 cou-
pon deposit at five different points in its evolution

Fig. 8 Surface topologies of 5.7 mmÃ9.5 mm section of de-
posit on the TBC1 coupon after each burn. Vertical scale shows
peak roughness height: „a… before Burn 1; „b… after Burn 1; „c…
after Burn 2; „d… after Burn 3; and „e… after Burn 4.
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fer on turbine blade surfaces since both parameters are functions
of roughness size and shape. Data accumulated by Bons �8� using
roughness characterizations obtained from serviced turbine com-
ponents indicate that the effect of roughness on cf and St is re-
duced as the average forward facing angle decreases for the same
mean roughness height �Rz�. Bons proposed a correlation for the
dependency of ks /k on �̄ f

ks

k
= 0.0191�̄ f

2 + 0.0736�̄ f �3�

In Eq. �3�, k is the average roughness height which can be
approximated by Rz; and ks is the equivalent sandgrain roughness
that appears in most correlations used for estimating the effect of
roughness on cf and St �e.g., Ref. �10��. Bons �9� showed that the
�̄ f parameter was approximately equivalent to another roughness
shape parameter, �s, proposed originally by Sigal and Danberg
�11�. The primary difference between the two parameters is that �̄ f
can be calculated from a handful of 2D surface traces, whereas �s
requires a full 3D surface topology. This makes �̄ f more suitable
for rapid field measurements of gas turbine components.

The observation that Rz and �̄ f experience a temporary lull in
growth during deposit evolution suggests that a turbine blade may
actually experience periods of heat load reduction as deposits fill
the isolated peaks created during initial operation. It is possible
that this trend may be repeated numerous times with continued
exposure �i.e., beyond Burn 4�.

Unpolished Oxidation Resistant Coating Coupon. To further
explore this finding that turbine deposits can form in such a way
as to produce a nonmonotonic change in roughness size and
shape, one final coupon was subjected to four successive burns in
the TADF. This coupon had an “as-applied” oxidation resistant
bondcoat �310 �m thick� without polishing of any kind. This re-
sulted in an initial surface roughness level of Ra=16 �m, a value
much larger than the typical turbine surface before operation.

A sequence of 3D topological maps is shown in Fig. 10 for an
18 mm�7.99 mm measurement region. The deposits showed
little or no evidence of flaking after the coupon was removed from
the TADF. Although the topological maps show deposition occur-
ring during each burn, the surface does not become increasingly
rougher with each experiment. In fact, the value of Ra decreased
from one test to the next in all but one case �Fig. 11�. It is believed
that this behavior was caused primarily by the initially high level
of roughness of the coupon surface. Given the large number of
peaks on the preburn surface, there were few locations where new
peaks could be formed but a large number of regions where val-
leys could be filled in. Additionally, the average forward facing

angle experiences only a single slight rise between Burns 2 and 3.
Otherwise, the angle decreases steadily. If the coupon were sub-
jected to more testing, it is possible that the surface roughness
could eventually rise again as it did with Burn 4 for the two
previous coupons. Without further testing, it is unknown at which
point a trend of increasing roughness would occur. In the testing
conducted by Jensen et al. �7�, using coupons with the same sur-
face treatment and the same particle-laden flow conditions, sur-
face roughness levels of up to Ra=40 �m were recorded in some

Fig. 9 Roughness statistics for the TBC1 and TBC2 coupon
deposits

Fig. 10 Surface topologies of 8 mmÃ18 mm section of de-
posit on unpolished coupon after each burn. Vertical scale
shows peak roughness height: „a… before Burn 1; „b… after Burn
1; „c… after Burn 2; „d… after Burn 3; and „e… After Burn 4.
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cases. This is most likely due to the fact that Jensen et al. used a
much higher particulate loading �200–900 ppmw h� than was
used in this study �50 ppmw h�. Thus, the current findings may be
specific to the testing procedure employed.

TBC Spallation. As indicated above, both TBC coupons began
to show signs of spallation after the second burn. For the TBC1
coupon, this initially consisted of shallow 1–2 mm patches of
TBC that became dislocated from the surface leaving small
50–100 �m deep valleys in the TBC layer. This process came to
a head after Burn 3 when a 6-mm-long crack formed near the left
edge of the coupon. The TBC on the side of the crack nearest the
coupon edge was raised up 100 �m from the central portion of the
coupon. This prevented the contact stylus of the Hommel profilo-
meter from traversing this section of the coupon. Accordingly, the
crack was manually enlarged until the entire edge of TBC spalled
away from the coupon. The spalled piece of TBC was retained for
later evaluation. This explains the 700 �m surface height deficit
in the region x�8 mm in Fig. 7. The remaining coupon was then
exposed to deposition in Burn 4. For the TBC2 coupon, the spal-
lation process was much more rapid. Nearly 30% of the coupon
surface showed TBC loss after Burn 2, increasing to over 60%
after Burn 4. Some of the coupon edges experienced TBC loss
down to the metal substrate.

To better understand the role of deposition in TBC spallation
and crack development, the broken off piece from TBC1 as well
as the entire coupon were prepared for cross-section analysis with
the ESEM. Figures 12�a� and 12�b� show the cracked region and
the spalled chip of TBC. Regions where deposit compounds were
identified using X-ray spectroscopy are indicated in the figure.
The top right corner of the chip shows significant penetration of
deposit through cracks in the TBC. This is the portion of the chip
nearest the exposed coupon surface that lifted away from the sur-
face during Burn 3. The lower portions of the TBC chip show no
signs of deposition penetration, which is understandable since this
is the region where the crack was manually forced to propogate
after Burn 3. The exposed TBC surface in the spalled crater does
show signs of significant deposit, due to the subsequent burn
�Burn 4� after the chip was removed. Thus, it seems likely that
spallation was initiated by the penetration of deposits into the
upper corner of the TBC chip. Whether the crack would have
naturally propogated to the coupon edge during the ensuing burn
is difficult to speculate. It is clear, however, that deposition played
a role in the development of the spalled region. To ascertain if the
spallation was merely a result of thermal cycling, a third TBC
coupon �TBC3� was subjected to the identical 4�2 h testing se-
quence in the TADF, but without injecting particulate into the

combustor. The surface showed no signs of spallation during the
testing cycle, though the mean Rz roughness increased by a factor
of three.

Conclusions
Successive deposits were generated on gas turbine blade cou-

pons in an accelerated test facility at a gas temperature and veloc-
ity representative of first stage high-pressure turbines. Three cou-
pon surface treatments were investigated including: �1� bare
polished metal; �2� polished thermal barrier coating with bond-
coat; and �3� unpolished oxidation resistant bondcoat. Each cou-
pon was subjected to four successive 2 h deposition tests. The
particulate loading was scaled to simulate 0.02 ppmw of particu-
late over 3 months of continuous gas turbine operation for each
2 h laboratory simulation �for a cumulative 1 year of operation�.
Based on the results presented in this study, the following conclu-
sions are offered:

�1� For the conditions studied, deposit roughness size �Rz� and
shape ��̄ f� experience a temporary lull in growth during the
deposit evolution. This suggests that a turbine blade may
experience periods of heat load reduction as deposits fill the

Fig. 11 Roughness statistics for the unpolished coupon
deposit

Fig. 12 ESEM cross section of spalled region of the TBC1 cou-
pon and spalled chip: „a… edge of spalled TBC chip removed
after Burn 3 „image enlarged for clarity—see scale…; and „b…
spalled region of TBC1 coupon after Burn 4
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isolated peaks created during initial operation, particularly
since the deposit provides additional insulation to the blade;

�2� The initial surface preparation has a significant effect on
deposit growth. Highly polished bare metal prevented du-
rable deposits within the first 2 h �equivalent to 3 months�
of operation when the coupon experienced thermal cycling;
and

�3� Thermal cycling combined with particle deposition caused
extensive TBC spallation while thermal cycling alone
caused none. Deposit penetration into the TBC is a signifi-
cant contributor to spallation.
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Nomenclature
i � summation index in y direction
I � number of surface data points in the y

direction
j � summation index in y direction
J � number of surface data points in the x

direction
ks � equivalent sandgrain roughness

M � Mach number
Ra � centerline averaged roughness ��m� �Eq. �1��
Rt � maximum peak-to-valley roughness ��m�

Rz=k � mean peak-to-valley roughness ��m�
T � flow temperature �°C�
x � surface dimension perpendicular to the gas

stream
y � surface dimension parallel to the gas stream
z � height of an individual roughness element

�̄ f � average forward-facing angle �Eq. �2��
�s � roughness shape/density parameter �11�

	 � flow impingement angle
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Evolution of Surface Deposits on
a High-Pressure Turbine
Blade—Part II: Convective Heat
Transfer
A thermal barrier coating (TBC)-coated turbine blade coupon was exposed to successive
deposition in an accelerated deposition facility simulating flow conditions at the inlet to
a first stage high pressure turbine (T=1150°C, M =0.31). The combustor exit flow was
seeded with dust particulate that would typically be ingested by a large utility power
plant. The turbine coupon was subjected to four successive 2 h deposition tests. The
particulate loading was scaled to simulate 0.02 parts per million weight (ppmw) of
particulate over 3 months of continuous gas turbine operation for each 2 h laboratory
simulation (for a cumulative 1 year of operation). Three-dimensional maps of the
deposit-roughened surfaces were created between each test, representing a total of four
measurements evenly spaced through the lifecycle of a turbine blade surface. From these
measurements, scaled models were produced for testing in a low-speed wind tunnel with
a turbulent, zero pressure gradient boundary layer at Re=750,000. The average surface
heat transfer coefficient was measured using a transient surface temperature measure-
ment technique. Stanton number increases initially with deposition but then levels off as
the surface becomes less peaked. Subsequent deposition exposure then produces a second
increase in St. Surface maps of St highlight the local influence of deposit peaks with
regard to heat transfer. �DOI: 10.1115/1.2752183�

Keywords: deposition, roughness, turbines

Introduction
Land-based and aircraft gas turbines ingest large quantities of

air during operation. Contaminants found in the atmosphere or in
the fuel are known to generate deposits on the blade surfaces
�1,2�. Once formed, these deposits roughen the blade surfaces
resulting in an increase in skin friction and in the convective heat
transfer rate between the exhaust gases and the turbine blades
�3,4�. Deposits can also clog vital coolant passages, thus further
aggravating the thermal load of the turbine components �5�. The
effects of elevated levels of surface roughness on turbomachinery
performance have been studied for over 25 years. These studies
include fundamental flat-plate wind tunnel research �6�, multi-
blade cascade facilities �7�, and full system level tests �8� in ad-
dition to numerous computational studies �9�. These studies all
support the expected result that roughness increases surface drag
and heat transfer �though to varying degrees�. For turbomachinery,
this translates to higher heat loads, accelerated part degradation,
and lower stage efficiencies.

Unfortunately, because this deposition process takes place over
thousands of hours �for a land-based turbine�, little is known
about the evolution of deposition on turbine blade surfaces. A
companion paper �10� reports on a combustor simulator that was
used to evolve deposits on a turbine coupon with thermal barrier
coating �TBC�. This was done in the Turbine Accelerated Depo-
sition Facility �TADF� which is a specialized combustor capable
of creating deposits at a vastly accelerated rate and under control-
lable conditions. The facility is described in detail in Ref. 11, but

the essential principle is that of matching the product of the par-
ticle concentration in the air flow �measured in parts per million
weight, ppmw� and the number of hours of operation. Deposits
were generated at constant operating conditions over four succes-
sive 2 h tests, simulating 3 months of gas turbine operation for
each test. The companion paper Part I �10� reviewed the evolution
of surface roughness character with successive deposition for the
three most common material systems found on modern gas tur-
bine airfoils: uncoated superalloy, thermal barrier coating �TBC�,
and oxidation resistant coating. A significant observation from this
study was that deposit roughness size �Rz� and shape �� f� expe-
rienced a temporary lull in growth during deposit evolution for the
conditions studied. This occurred as deposits filled the isolated
peaks created during initial operation. Because of the well-
documented link between roughness size and surface heat transfer,
the objective of this study is to explore the implications of this
surface evolution on the heat load to the turbine.

Roughness Models
Of the three surface treatments included in the Part I study, the

TBC1 coupon was selected for this convective heat transfer study
due to its relevance to modern gas turbines. After each 2 hour
deposition test �denoted as “burns” in what follows�, the surface
topology of the coupon deposit was measured using a Hommel
Inc. T8000 profilometer equipped with a TKU600 stylus. The sty-
lus tip was conical in shape and had a 5 �m tip radius. Three-
dimensional surface representations were constructed from a se-
ries of two-dimensional traces separated by 10 �m. Data points
within each trace were also separated by 10 �m, yielding a square
data grid. Three-dimensional surface representations and rough-
ness statistics were produced with the Hommelwerke Hommel
Map software. The statistics of most interest for this study were
the centerline averaged roughness, Ra, the average roughness
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height, Rz, and the average forward-facing surface angle, � f. The
centerline averaged roughness was calculated using the following

Ra =
1

IJ�i=0

I−1

�
j=0

J−1

�zi,j� �1�

Rz was calculated as the mean of the vertical distance between
the highest peak and deepest valley every 10 mm of a 2D surface
trace. Based on the scaled roughness model images shown in Fig.
1, this appeared to be a representative roughness dimension for
the deposits in this study. The average forward-facing angle was
calculated using the methodology proposed by Bons �12� in which
the surface is traversed in the flow direction and forward-facing
angles are averaged with all leeward-facing angles set equal to
zero �Eq. �2��

�̄ f =
1

I �i=0

I−1

�i �2�

where, if �zi+1−zi��0

�i = tan−1� zi+1 − zi

yi+1 − yi
� else, �i = 0

Typically, Rz and � f are calculated as the average of multiple 2D
surface traces.

The TBC1 coupon experienced continuous deposit growth over
the entire four-burn sequence in the TADF. In addition, during the
third and fourth burns, significant TBC spallation occurred near
the coupon edges. Since spallation roughness was not the focus of
this study, scaled roughness models were made from a region at
the coupon center, where spallation was minimal. Figure 1 con-
tains a series of 3D topologies showing the deposit evolution on a
3.3 mm�4.2 mm region away from the spallation at the coupon
edges. Burns 2–4 appear to fill the valleys between the initial
deposit peaks created during the first period of exposure. This
trend is even more evident when reviewing the evolution of
roughness statistics for the scaled models of the TBC1 coupon
�Fig. 2�. As outlined previously, the roughness height �i.e., Ra and
Rz� on the TBC1 coupon increased markedly during the first burn.
This was then followed by a gradual increase over the next two
burns. Finally, the roughness height again increased rapidly with
Burn 4. The average forward facing angle followed a similar
trend. The initial rise in � f with Burn 1 was followed by a slight
decline with Burn 2 and a leveling off with Burn 3. Finally, the
average forward facing angle climbed back above 7 deg with
Burn 4. It is noteworthy that the levels of Ra, Rz, and � f shown in
Fig. 2 are comparable to those reported for measurements on ac-
tual turbine hardware �3,4�, as discussed in Part I.

The topological measurements from the Hommel profilometer
shown in Fig. 1 were used to create the CNC-compatible code and
produce the scaled models. Model scaling was guided by the ratio
of roughness height to boundary layer momentum thickness,
Rz /�. This ratio was maintained near a value of 0.5 �4,13,14�.
With this as guidance, a scaling factor of 20 was determined to be
appropriate. Because of this scaling factor, and due to the limited
size of the largest usable rectangular region of roughness, the
original data formed 25% of the total model surface. The remain-
ing 75% of the 22 cm�38 cm wind tunnel space provided for the
model was filled by mirroring this section of data.

With the CNC code, the roughness models were cut out of
2.54-cm-thick Plexiglas acrylic sheets using a modified counter-
sink. The countersink was chosen because it most closely approxi-
mated the tip of the profilometer stylus that scanned the surface
originally. Both are conical in shape with a 90 deg included angle.
This was to ensure that the model contours would be as close as
possible to the original surface measurements. A comparison of
the scaled model surfaces to the original coupon roughness indi-
cated that while the roughness height was well matched �within
10%�, the angle was not. The countersink tool that was used, with

a 0.5 mm tip radius, flattened out the transitions in the surface
producing a 25% drop in mean forward facing angle. These ad-
justments are reflected in the roughness statistics for the scaled
model shown in Fig. 2.

Experimental Facility
A schematic of the research facility used for the experiments is

shown in Fig. 3. The open loop wind tunnel uses a main flow

Fig. 1 Surface topologies of 3.3 mmÃ4.2 mm from surface
deposit on TBC1 coupon after each burn. Vertical scale shows
peak roughness height.
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blower to provide a nominal mass flow of 1.8 kg /s to the test
section. A heat exchanger at the main flow blower discharge can
be used to vary the flow temperature from 20°C to 50°C. The
main flow enters a 0.6-m-diameter conditioning plenum before
reaching the square test section. This conditioning plenum has one
layer of perforated aluminum plate followed by 7.6 cm of honey-
comb straightener, and five layers of fine screen. A circular-to-
square foam nozzle conducts the flow from the plenum cross sec-
tion to the 0.38 m by 0.38 m acrylic test section. With this
conditioning, 2D flow uniformity of �0.4% in velocity and
�1°C is obtained over the center 0.18 m of the test section span.
The freestream turbulence level in the wind tunnel is 0.5%.

At 1.52 m from the plenum exit a knife-edge boundary layer
bleed with suction removes the bottom 2.7 cm of the growing
boundary layer. The top wall of this final section pivots about its
forward end in order to adjust the pressure gradient in the tunnel.
For the tests presented here, the wall was adjusted to produce zero
freestream acceleration over the roughness test panels. At 2.5 cm
from the boundary layer suction point, a 2-mm-diameter cylinder
spans the test section to trip the boundary layer to turbulent. The
leading edge of the roughness panel is located 1.04 m from the
boundary layer suction point. The roughness panels are installed
in a 0.22 m streamwise gap in the lower wall as shown in Fig. 1.
The tunnel then continues 0.3 m beyond the trailing edge of the
roughness panels. In this configuration, the flow in the tunnel
experiences a transition from a smooth to rough wall condition at
the leading edge of the roughness panels. This experimental setup
departs from traditional roughness experiments in which the entire
development length of the boundary layer is roughened. Studies
by Antonia and Luxton �15� and more recently by Taylor and
Chakroun �16� show that this smooth to rough transition results in
an initial overshoot in cf and St followed by a fairly rapid adjust-
ment to the appropriate rough-wall values. Both researchers report
an adjustment length equivalent to 3–4 boundary layer thicknesses

with up to 20% initial overshoot. To mitigate the effect of this
transition region, the heat transfer data were taken on the down-
stream half of the roughness section �beyond the expected adjust-
ment length of approximately 9 cm�.

As additional verification of this testing procedure, heat transfer
data were also acquired with multiple upstream roughness panels
extending to 1 m upstream of the measurement point, and the data
showed no perceptible effect beyond the uncertainty of the mea-
surement. Thus, all data were acquired with the smooth to rough
transition at 1.04 m from the tunnel boundary layer bleed. The
mean elevation of the roughness panel was aligned vertically with
the upstream smooth panel to prevent acceleration or deceleration
of the bulk flow �U��.

Flow velocity was measured using a pitot-static probe with a
co-located flow thermocouple with 0.13 mm bead diameter for
flow temperature measurement. The two instruments are posi-
tioned at midspan just outside the boundary layer and downstream
of the roughness panel during the transient testing. A second ther-
mocouple was located upstream of the test panel and further away
from the wall in the freestream, as shown in Fig. 3. Uncertainty in
the velocity measurement was within �1.5% at flow rates of in-
terest.

A boundary layer pitot probe with a co-located 0.13 mm bead
diameter flow thermocouple was used to determine the boundary
layer velocity and thermal profiles at the St measurement location.
With the smooth test panel installed at the test section, the velocity
boundary layer thickness was approximately 22 mm, with mo-
mentum and displacement thicknesses of 2.7 mm and 3.6 mm,
respectively �shape factor=1.36�. The thermal boundary layer
shape varies during the St measurement due to the transient test-
ing procedure and nonconstant wall temperature. However, the
thermal layer thickness remains roughly equivalent to the velocity
boundary layer thickness �approximately 2 cm�.

St Measurement. For the heat transfer measurements, a FLIR
Thermacam SC 3000 infrared �IR� camera system is mounted
with the lens fit into a hole in the acrylic ceiling of the tunnel. The
camera has a sensitivity of 0.03°C �at 30°C� and allows framing
rates of approximately 1 Hz. The IR camera was focused on a
67 mm �crossstream��83 mm �streamwise� field of view. This
limited field of view was centered at a distance of L=1.21 m from
the leading edge of the tunnel floor. This puts the streamwise
position of the heat transfer measurement roughly 6 cm down-
stream of the center of the roughness panel. The 240
�320 pixels of the FLIR camera allowed excellent resolution of
the roughness features during the transient experiments.

The Stanton number was determined from this surface tempera-
ture history using a three-dimensional unsteady conduction finite-
volume algorithm with time-varying boundary conditions. The
time-varying surface heat flux is calculated from the surface nor-
mal temperature gradient in the solid. This technique assumes the
panels are a semi-infinite solid at constant temperature at time t
=0. To accomplish this, the entire test section was soaked at room
temperature for several hours before testing. Using the main flow
heat exchanger, a hot-gas air flow �50°C� was then initiated in-
stantaneously while monitoring the freestream velocity and tem-
perature, as well as the average surface temperature �with the IR
camera�.

Radiative heat flux from the test plate to the surrounding tunnel
walls was always less than 1% of the calculated convective heat
flux. The thermophysical properties, thermal conductivity ��� and
thermal diffusivity ��=� /	cp�, for the plastic panels were deter-
mined experimentally by Thermal Properties Research Labora-
tory. The measurements yielded the following values: �
=0.196 W /m K�6% and cp=1330 J /kg K�3%. The plastic
density is 1188 kg /m3�2%.

During testing the 25-mm-thick acrylic roughness panel was
mounted on a second 25-mm-thick smooth acrylic panel with the
same material properties. A thermocouple sandwiched between

Fig. 2 Roughness statistics for the scaled model surface

Fig. 3 Wind Tunnel Facility
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the two panels indicated no change in temperature during the first
5 min for the typical test case. Due to the low thermal diffusivity
of the acrylic plates, test times shorter than 5 min yield a Fourrier
number �Fo=�t /b2� less than 1 /16, which is the semi-infinite
limit. This confirmed the use of the semi-infinite conduction as-
sumption in the data processing. Also, it was discovered that the
infrared measurement is sensitive to the temperature of the sur-
faces surrounding the roughness panels. This occurs because some
of the radiation that is incident on the camera originates from the
wind tunnel enclosure and is reflected off the roughness panel.
The magnitude of this component of radiation changes as a func-
tion of the tunnel wall temperature. The FLIR software accounts
for this by allowing the user to specify the ambient enclosure
temperature. Since the heat transfer test was transient, this input
was adjusted in post-processing to track the tunnel wall tempera-
ture as a function of time. Six 50 �m bead diameter thermo-
couples were flush mounted to each of the acrylic test panels to
verify the IR surface temperature measurement. This allowed cali-
bration of the camera to within �0.3°C of the initial surface
temperature and corroborated the St calculation procedure for the
rough panels relative to the smooth panel. The area-average St
numbers presented in this paper were calculated by averaging the
initial 250 s of the plate’s transient response over the full
67 mm�83 mm camera viewfield. The smooth plate St value was
found to be within 1% of a standard correlation. Repeatability was
within �3% and bias uncertainty was estimated at �0.00015 for
the smooth plate measurement of St0=0.00228 at ReL=750,000.

Results and Discussion
Heat transfer measurements were made at constant flow veloc-

ity �ReL=750,000� for each of the four deposit models and a
smooth baseline panel. Figure 4 shows the Stanton number com-
puted using the area-averaged surface temperature as obtained
from the IR camera measurement described above. Each data
point in Fig. 4 represents the average of at least three separate
transient tests, usually conducted on different days. Error bars
show the range of measurements for each data point. The Stanton
number values are presented as a percent difference between the
rough surface value �StR� and the smooth surface reference value
�St0�. The smooth reference panel used in the wind tunnel study
had a centerline average roughness of Ra=0.5 �m. This is signifi-
cantly lower than the roughness level of Ra=12 �m that would
have been obtained if the preburn polished TBC surface had been
scaled by the same factor of 20 used for the roughness panels.
However, the roughness Reynolds number �Reks� for both cases is
well below the aerodynamically smooth limit for these wind tun-
nel conditions. Thus, the percent change in St would be similar
with either reference. Also shown in the figure are the model
roughness statistics from Fig. 2 for comparison. These statistics

are computed for the portion of the roughness model surface in
the direct field of view of the IR camera and may differ somewhat
from those presented in Part I.

The trend in Stanton number follows closely the trend in rough-
ness statistics. The St augmentation levels off between Burns 2
and 3 followed by a marked rise with Burn 4 as the roughness
height and mean angle experience a resurgence. Data accumulated
by Bons �12� using roughness characterizations obtained from ser-
viced turbine components indicate that the effect of roughness on
cf and St is reduced as the average forward facing angle decreases
for the same mean roughness height �Rz�. Bons proposed a corre-
lation for the dependency of ks /k on � f.

ks

k
= 0.0191�̄ f

2 + 0.0736�̄ f �3�

Though the skin friction coefficient was not measured for the
roughness models, an empirical correlation proposed by Schlich-
ting was used to estimate its value �17�

cf = �2.87 + 1.58 log�L/ks��−2.5 �4�
This was combined with a correlation for Reynolds analogy �RA�
factor �RA=2St /cf� proposed by Bons for a turbulent boundary
layer over rough surfaces �12� to obtain an empirical estimate for
St

RA

RA0
= 0.5�1 + exp�− 0.9

ks

�
�� �5�

The value for RA0, the smooth wall value of Reynolds analogy,
for a turbulent boundary layer was 1.2.

The results of this empirically based St correlation �Eqs.
�3�–�5�� are shown with the experimental data in Fig. 5. The pre-
dictions are higher than the experiment in all cases. A different
correlation based on the roughness Reynolds number �Reks� by
Dipprey and Sabersky �18� is also shown for comparison

St =
0.5cf

1 + 	0.5cf�5.19 Reks
0.2 Pr0.44 − 8.5�

�6�

Both models capture the general trend of increasing roughness
with repeated exposure, although Eq. �6� shows better overall
agreement.

The spatial resolution of the infrared camera combined with the
3D finite-volume analysis technique allows a detailed evaluation
of the heat transfer around specific roughness features in addition
to the area-averaged St measurements presented above. The un-
steady conduction algorithm properly accounts for lateral conduc-
tion within the three-dimensional roughness features on the scaled
model. Table 1 contains the minimum, average, maximum, and
standard deviation of St for each of the roughness surfaces. The

Fig. 4 Stanton number augmentation and roughness statistics
for the scaled roughness models Fig. 5 Comparison of experimental St augmentation with em-

pirical prediction
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values in the table represent only a 20 s time average from
80 to 100 s after flow initiation, whereas the area-averaged data in
Figs. 4 and 5 are averaged over the full 250 s test time.

In all four cases, there is a substantial variation in heat transfer
over the rough surfaces. In general, roughness peaks can experi-
ence 2–3 times higher heat transfer than the area average. These
results are consistent with measurements from Henry et al. �19�
who reported up to a factor of 2.5 heat transfer augmentation at
the leading edge of spherical protuberances in a turbulent bound-
ary layer. This effect is partially due to the energetic interaction
between the flow and the roughness peak as the flow accelerates
to navigate around the obstruction. In addition, roughness peaks
reach further from the wall into the thermal boundary layer where
higher temperature fluid �on average� is present; thus, the elevated
measurements in these regions. This is actually welcome news for
turbine thermal load management. Since a substantial portion of
the heat transfer augmentation occurs at these elevated peaks of
the deposit, the path to the metal substrate �through the deposit
peak� is longer, resulting in a greater thermal resistance. Thus, the
increase in local metal temperature beneath the deposit �and TBC�
will be less severe. Unfortunately, flow separation behind the de-
posit roughness peaks generates highly turbulent flow in the wake
of the protuberances. This is shown in Fig. 6 which contains side-
by-side surface height and St contour plots for the region near
roughness peaks on the Burn 1 and 2 models. Though not as high
as the heat transfer at the roughness peak, the wake regions �in-
dicated by circles in Figs. 6�a� and 6�d�� still experience heat
transfer augmentation that is 75% higher than the surrounding
surface when compared to the smooth surface heat transfer. And if
the deposit is thinner in this wake-affected region, the lack of
added insulation from the deposit could result in a local hot spot
penetrating deep into the TBC layer. Finally, the standard devia-
tion data in Table 1 show a trend similar to that exhibited by the
mean forward-facing angle in Fig. 4. As might be expected, the
heat transfer variations become more pronounced as the deposit
surface becomes more peaked.

Conclusions
Successive deposits were generated on a TBC coupon in an

accelerated test facility at a gas temperature and velocity repre-
sentative of first stage high-pressure turbines. The coupon was
subjected to four successive 2 h deposition tests. The particulate
loading was scaled to simulate 0.02 ppmw of particulate over
3 months of continuous gas turbine operation for each 2 h labo-
ratory simulation �for a cumulative 1 year of operation�. Convec-
tive heat transfer measurements were made using scaled models
of the deposit roughness after each exposure period. Based on the
results presented in this study, the following conclusions are of-
fered:

�1� For the conditions studied, deposit roughness size �Rz� and
shape �� f� experienced a temporary lull in growth during
the deposit evolution. This produced a comparable plateau
in measured heat transfer coefficient �St� as deposits filled
the valleys between isolated peaks created during initial
operation. The implication is that heat load management
may be most severe during the initial phase of deposition,
when the deposit peaks are distributed over the relatively

smooth surface. The subsequent valley filling reduces the
roughness signature as well as provides additional insula-
tion to the blade. Existing Stanton number correlations
based on various roughness statistics captured the trend in
the experimental data; and

�2� Surface roughness features can create local St variations of
up to a factor of three from the area average. Isolated peaks
result in substantially elevated levels of convective heat
transfer in the wake directly downstream of the
protuberance.
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Nomenclature
I 
 total number of y direction surface

measurements
J 
 total number of x direction surface

measurements
L 
 wind tunnel length from bleed to measurement

location �1.21 m�
M 
 Mach number
Pr 
 Prandtl number

RA 
 Reynolds analogy factor �2St /cf�
Ra 
 centerline averaged roughness �mm� �Eq. �1��

ReL 
 flow Reynolds number U�L /�
Reks 
 roughness Reynolds number u�ks /�

Rt 
 maximum peak-to-valley roughness �mm�
Rz 
 k=mean peak-to-valley roughness �mm�
St 
 Stanton number �h /	cpUe�
T 
 flow temperature �°C�

U� 
 wind tunnel velocity �13 m /s�
b 
 plate thickness �25 mm�
cf 
 skin friction coefficient
cp 
 specific heat

i 
 y direction indexing variable
j 
 x direction indexing variable
k 
 average roughness height �
Rz�

ks 
 equivalent sandgrain roughness
t 
 time
x 
 surface dimension perpendicular to the gas

stream
y 
 surface dimension parallel to the gas stream
z 
 height of an individual roughness element
� 
 thermal diffusivity

� f 
 average forward-facing angle �Eq. �2��
� 
 thermal conductivity
� 
 kinematic viscosity
� 
 boundary layer momentum thickness
	 
 density

Subscripts
0 
 flat plate baseline
R 
 roughness
s 
 surface

Table 1 Spatial statistics for heat transfer coefficient

Burn Min St Avg St Max St
Std dev St

�%�

1 0.00078 0.00273 0.00794 20.1
2 0.00138 0.00294 0.00637 19.4
3 0.00105 0.00292 0.00675 23.1
4 0.00001 0.00309 0.00797 27.7
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The Impact of Gas Modeling in
the Numerical Analysis of a
Multistage Gas Turbine
In this work a numerical investigation of a four stage heavy-duty gas turbine is presented.
Fully three-dimensional, multistage, Navier-Stokes analyses are carried out to predict the
overall turbine performance. Coolant injections, cavity purge flows, and leakage flows
are included in the turbine modeling by means of suitable wall boundary conditions. The
main objective is the evaluation of the impact of gas modeling on the prediction of the
stage and turbine performance parameters. To this end, four different gas models were
used: three models are based on the perfect gas assumption with different values of
constant cp, and the fourth is a real gas model which accounts for thermodynamic gas
properties variations with temperature and mean fuel/air ratio distribution in the
through-flow direction. For the real gas computations, a numerical model is used which
is based on the use of gas property tables, and exploits a local fitting of gas data to
compute thermodynamic properties. Experimental measurements are available for com-
parison purposes in terms of static pressure values at the inlet/outlet of each row and
total temperature at the turbine exit. �DOI: 10.1115/1.2752187�

Introduction
A realistic numerical analysis of a turbomachine cannot leave

the issue of working fluid modeling out of consideration. The
choice of the model to adopt is not unique, but depends on the
specific application considered, and has to be intended as a good
compromise between two opposite needs: accuracy and limited
computational cost. In fact it is mandatory for the turbomachinery
industry to reduce the time and cost of developing components,
while improving the accuracy and reliability of the design tools.
In the design of industrial turbines and compressors, different
evolving fluids are encountered, working over a wide range of
thermodynamic conditions. In this paper attention is focused on
gas turbines, and hence the working fluid is intended to be either
air or a mixture of combustion gases. As suggested by �1�, the
behavior of gases can be classified, in order of increasing com-
plexity, as calorically perfect, thermally perfect, chemically react-
ing mixtures of thermally perfect gases, and real gases. A gas is
thermally perfect if it obeys the thermal equation of state. For a
thermally perfect gas, here referred to as an ideal gas, the specific
internal energy and the enthalpy are functions of the temperature
only. A special case is the calorically perfect gas, for which the
specific heats are constant. A gas that is both thermally and calori-
cally perfect here is referred to as perfect gas. The ideal gas equa-
tion of state is an accurate representation for gases and gas mix-
tures except for conditions of high pressure and/or low
temperature, with respect to their critical values, and in the ab-
sence of chemical reactions. There is a number of turbomachinery
applications dealing with working fluids whose behavior at typical
operating conditions is far from ideal �e.g., Ref. �2��, for example
the wet steam in LP steam turbines or the hydrocarbon mixtures in
some cryogenic compressors. As far as gas turbines are con-
cerned, processes undergone by the working fluid occur well
above its critical temperature and below its critical pressure,
within a thermodynamic range where effects of intermolecular

forces are negligible, and hence small deviations from ideal be-
havior are observed. This statement is no longer valid when dis-
sociation of combustion gases is taken into account, since pressure
has a significant effect on the amount of dissociation and hence cp
and gamma become a function of pressure as well as of tempera-
ture. Dissociation, as reported by Banes et al. �3�, may start to
have a significant impact on cp at temperatures above about
1500 K. In fact at 1800 K, both for air and combustion products
corresponding to low values of fuel/air ratio, an increase of pres-
sure from 1 bar to 100 bar decreases cp by only about 1%, the
corresponding change in gamma being even smaller. It is therefore
the proper choice, for the analysis of the flow path downstream of
the combustion chamber of a gas turbine, to leave any effect of
pressure out of consideration, and assume the specific heat to be a
function of temperature only. Under the above hypotheses, the
behavior of the combustion products evolving in a gas turbine is
well represented by the ideal gas equation of state.

A clarification is necessary about the water vapor in the gas
mixture. The presence of water impacts on the gas properties by
significantly raising both cp and �. There are several reasons why
water vapor may be present in the gas evolving in a gas turbine:
ambient humidity, water/ice ingestion, or water/steam injection.
The above are additional to the water vapor produced by combus-
tion. The amount of the latter depends on fuel properties and
fuel/air ratio, and for most gas turbines the water mass fraction is
sufficiently low �about 5% or lower� that the gas mixture behaves
essentially as an ideal gas. When the water concentration is higher
than around 10%, due, for example, to water or steam injection,
this assumption is no longer valid, and the actual nonideal behav-
ior of steam needs to be considered. Water injection has been
employed for both aeronautical and industrial gas turbines to im-
prove performance, using one of the two following strategies:
injection at first compressor entry, to boost power or thrust, or
injection into the combustor, primarily to reduce emissions for
industrial gas turbines. It must be pointed out that both practices
are now largely superseded by other technologies, like increased
temperature capabilities and higher bypass ratios for aero-engines,
or dry low-emission combustion technology for industrial engines.

Some additional considerations are required to account for the
variation of the gas composition related to the turbine cooling. In
a typical gas turbine, a large amount of cooling air is added to the
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mainstream inlet flow, a value near 30% being common. As a
consequence, the evolving fluid undergoes significant variation of
its properties not only because of the large temperature variations,
but also because the gas composition varies with the fuel/air ratio
as coolant is added. It is worth considering that the mean molecu-
lar weight of the combustion products from typical hydrocarbon
fuels is little different from that of cooling air, and therefore the
variation of the gas constant R of the mixture related to the change
in the composition is in general negligible. This fact is of particu-
lar relevance, as it translates into the possibility of accurately
modeling the evolving fluid as an ideal gas with a fixed gas con-
stant, and of relegating its nonideal behavior to a proper modeling
of its specific heat. In light of the above considerations it is in-
ferred, following Young and Wilcock �4�, that the ideal gas as-
sumption of fixed R and varying cp gives good accuracy for gas
turbine computations, and introducing more complex equations of
state or pressure dependence for the specific heats is an unneces-
sary complication that does little to improve accuracy.

In the open literature, few investigations are available concern-
ing the impact of gas modeling in the numerical analysis of gas
turbines. Yao and Amos �5� considered the effect of varying cp
with temperature in a three stage industrial turbine with a tem-
perature drop of about 600 K, using polynomial curve fits to get
the gas data. External cooling flows and tip leakage flows were
not included in the computations.

Recently Northall �6� followed a similar approach for the analy-
sis of a gas turbine composed of a single high pressure �HP� stage
followed by a single intermediate pressure �IP� stage, with a tem-
perature drop of about 700 K. Approximately 25% of the turbine
inlet mass flow was added as cooling air flows, and the fuel/air
ratio convection through the flowpath was considered by solving
an extra transport equation for the fuel fraction. This allowed him
to model the actual cp as a function of both temperature and local
fuel/air ratio. In addition he considered three simpler models,
based on constant cp for all the turbines, with constant cp differing
for each blade row, and cp as the variable with temperature and
prescribed through-flow distribution of fuel/air ratio. Comparisons
between results obtained using the more physical model and the
simpler models showed small effects on turbine performance pre-
diction.

In this work, a numerical investigation was carried out on a four
stage heavy-duty gas turbine, designed in a joint development
project between Siemens and Ansaldo Energia. The main goal was
to analyze the impact of gas modeling on the prediction of the
turbine performance parameters. Four different gas models were
used: three models are based on the perfect gas assumption with
different values of constant cp, and the fourth is a real gas model
which accounts for thermodynamic gas properties variation with
temperature and mean fuel/air ratio distribution in the through-
flow direction. The numerical model to account for real gas be-
havior is based on the use of gas property tables, and exploits a
local fitting of gas data to compute thermodynamic properties �2�.

Four Stage Turbine Description
The numerical/experimental comparison described in this paper

is based on the results of the Ansaldo Energia/Siemens joint test
campaign run in the test bed in Berlin on the V64.3A gas turbine.
This engine is of the 70 MW size, fitted with a gearbox making it
suitable for operation in both 50 Hz and 60 Hz applications �7�.
The turbine is composed of four stages with unshrouded rotor
blades. The first two vanes are cooled by means of impingement,
film cooling, and trailing edge ejection; and vane 3 is cooled by
trailing edge ejection. The first two blades are cooled with multi-
pass channels feeding film cooling and trailing edge ejection. The
turbine meridional channel is shown in Fig. 1.

Computational Procedure
The multirow, multiblock release of the TRAF code �8� was used

in the present work. The unsteady, three-dimensional, Reynolds
averaged Navier-Stokes equations are written in conservative
form in a curvilinear, body-fitted coordinate system and solved for
density, absolute momentum components, and total energy.

The space discretization is based on a cell-centered finite vol-
ume scheme. Both scalar and matrix artificial dissipation models
introduced by Jameson et al. �9� and Swanson and Turkel �10� are
available in the code. In order to minimize the amount of artificial
diffusion inside the shear layers, an eigenvalue scaling was imple-
mented to weigh these terms. The system of governing equations
is advanced in time using an explicit four stage Runge-Kutta
scheme. Residual smoothing, local time stepping, and multigrid-
ding are employed to speed up convergence to the steady-state
solution. The time step is locally computed on the basis of the
maximum allowable Courant number, typically 5.0, and accounts
for both convective and diffusive limitations �11�.

The code features several turbulence closures, namely the alge-
braic Baldwin-Lomax model �12�, the one-equation Spalart-
Allmaras model �13�, the two-equation Wilcox’s k−� model �14�,
and the shear stress transport �SST� model of Menter �15�. In the
present work, the Baldwin-Lomax model was employed. The
computational time was about 10 h per run on a Intel® Xeon CPU
3.20 GHz.

Boundary Conditions. Spanwise distributions of total pres-
sure, total temperature, and flow angles are imposed at the sub-
sonic first row inlet, while the outgoing Riemann invariant is
taken from the interior. At the subsonic last row outlet, the static
pressure profile is prescribed, while density and momentum com-
ponents are extrapolated. The linking between consecutive rows
can be carried out on the common interface plane either by a
characteristic one-dimensional approach or by a nonreflecting
treatment �16,17�. In the first approach the match is provided
through appropriate calculation of phantom cell values, keeping
the spanwise distribution while averaging in the blade-to-blade
direction. In the second approach, the variation of each incoming
characteristic variable at the inlet and outlet boundaries is decom-
posed into the sum of a uniform, pitch-averaged part, and a cir-
cumferential varying fluctuation. The average variations of incom-
ing characteristics are set in order to match pitch-averaged flow
variables at the interface of two rows. The local variations are
treated according to nonreflecting conditions derived from a Fou-
rier analysis of linearized, quasi-3D Euler equations. The outgoing
characteristic changes are extrapolated from the interior of the
domain. Since the turbine studied works in a transonic regime,
and stator and rotor rows are stacked very close to each other, the
nonreflecting approach was selected for all the computations.

The clearance region is handled by imposing periodicity condi-
tions across the airfoil without any modelization of the blade cross
section.

Flow injection and extraction modeling features, including a
blade/flowpath film cooling model and the capability of modeling
annulus wall flows, are available. Flow injections are handled by

Fig. 1 V64.3A gas turbine meridional view
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imposing mass flow rate, flow angles, and stagnation temperature,
and the static pressure is extrapolated from the interior. Flow ex-
tractions can be imposed either by prescribing the mass flow rate
or by imposing the static pressure on the extraction surface area.
In the latter case the extracted mass flow is a result of the com-
putation. The real geometry of the injection/extraction area is not
gridded in any case. The injection/extraction region can be pre-
scribed as group of mesh cells representative of a slot, or by
assigning a hole-equivalent area to a mesh cell face. The latter
approach allows a correct imposition of the jet momentum com-
ponents when dealing with hole areas smaller than the mesh cells.
More detailed models are used for film cooling in heat transfer
analyses �18� and for resolving the flow in labyrinth seal cavities
�19�. The injection/extraction model adopted in this study has the
main advantage of simplicity and ease of implementation, and can
represent an acceptable level of approximation when focusing on
overall aerodynamic performance.

In the turbine studied, more than 30% of the inlet mass flow is
added as cooling air, of which about 14% is added in the first
stage, 10% in the second, 5% in the third, and 3% in the last one,
while no flow extractions are present along the flowpath. The
impact of the cooling air is noticeable both in terms of mass flow
increase and thermodynamic effects. For this reason the uncooled
case, which may lead to a completely incorrect aerodynamic be-
havior of the flow, was not considered in the present analysis.

All computations were carried out using the measured tempera-
ture profile exiting the combustion chamber as the inlet condition.

Computational Grids. Stator and rotor blade rows were dis-
cretized using single block grids obtained by stacking two-
dimensional elliptically generated meshes on blade-to-blade sur-
faces at constant radii. In order to minimize the grid skewness, on
blade-to-blade surfaces, a nonperiodic H-type grid structure was

adopted. Table 1 summarizes grid dimensions, where the average
grid size for each blade row is about 615,000 cells. The rotors’ tip
clearance gap was discretized with 16 mesh cells. A view of the
turbine’s meridional channel grid is shown in Fig. 2 where one-
half of grid lines are omitted in the spanwise direction for the sake
of clarity. In the same figure, a schematic of cooling and second-
ary air flows is presented.

Gas Models. As previously remarked, the evolving gas mixture
undergoes significant variations in its properties not only because
of the large temperature variations, but also because the gas com-
position varies with the fuel/air ratio as cooling air is added. In the
present case about 30% of pure cooling air is added to the inlet
mass flow, the consequent reduction of the fuel/air ratio from inlet
to outlet being near 25%.

The variation of the gas properties along the turbine flowpath,
which accounts for the combined effects of temperature drop
�around 900 K� and change in gas composition, is shown in Fig.
3. A negligible variation of the gas constant R is observed, which
allows us to model the gas mixture as an ideal gas with the equa-
tion of state given by pv=RT. The specific heat cp and the specific
heats ratio � undergo significant variations, of about 15% and 5%,
respectively.

Table 1 Turbine mesh size

Turbine

First stage Second stage Third stage Fourth stage

Vane 112�68�80 108�68�80 104�68�80 108�68�80
Blade 108�68�80 104�68�80 112�68�80 120�68�80

Fig. 2 Turbine cooling and secondary air flows

Fig. 3 Variation of R, cp, and � with temperature and fuel/air
ratio through the four stage turbine
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To investigate the impact of the calorically imperfect behavior
of the gas mixture, the following gas models were considered:

1. Perfect gas model �PG� with constant cp:

• cp at inlet conditions �PGin�;
• cp average �PGav�; and
• cp at exit conditions �PGex�.

2. Real Gas Model �RG� with variable cp: cp is a function of
local temperature and fuel/air ratio; where the latter varies
only in the through-flow direction. In this case the real gas
model is used to model the gas as ideal, with varying cp and
constant R.

The use of an average value of cp is a common practice in gas
turbine computations based on a perfect gas model. Values of cp
based on inlet and exit conditions were chosen as opposite values
to emphasize the impact of these extreme choices on the gas ther-
modynamic transformation. The former is sometimes used since it
should give the best estimate of the mass flow being closer to the
first vane throat value, especially if the first row operates near
choking conditions. The average value of cp is computed in order
to ensure the same enthalpy drop as the variable one between the
same temperatures

cp,av =
1

Tex − Tin
�

Tin

Tex

cp�T�dT �1�

In the present work, the following procedure is used to model the
variation of cp with temperature while also accounting for the
variation of gas composition in the turbine. Knowing the gas com-
position at inlet and the amount of cooling air supplied at each
injection, the actual average value of the fuel/air ratio is computed
in various locations along the machine. Providing an estimate of
the average temperature at the same locations by means of a pre-
liminary analysis tool �typically through flow�, the corresponding
values of cp are computed as functions of local temperature and
fuel/air ratio �see Fig. 4�. Finally, a fourth-order polynomial law is
used to express the functional dependence of cp from temperature.

An intrinsic error is present in the computation of the cp of the
cooling air, since the single-fluid model adopted does not allow
one to treat the injected air with its actual cp, which should be that
of pure air �null fuel/air ratio� at the cooling temperature. Al-
though this limitation is recognized, it should be noted that the
error in the computation of the coolant specific heat is reduced
when cp is computed as described above. The reason for this is
that cp varies in the same sense with temperature and fuel/air ratio.
Since cp was determined as a function of temperature as well as of
the fuel/air ratio corresponding to that temperature in the actual

turbine, when cooling air is supplied at a low temperature its cp is
implicitly assumed to correspond to low values of the fuel/air ratio
�see Fig. 4�.

Results
The mean expansion undergone by the gas at the inlet and

outlet of each blade row through the turbine is reported in Fig. 5.
Four transformations are compared in the T−s plane �Fig. 5�a��
and in the p−v plane �Fig. 5�b��, which were obtained using the
real gas model and the perfect gas model with different values of
cp. The relative position of the transformations in the T−s plane is
mainly determined by the value of cp of the mainstream. This
thermodynamic effect can be explained by considering a revers-
ible process of a perfect gas in absence of cooling, for which the
global entropy change is given by

�s

R
= ln� pin

pex
� −

cp

R
ln� Tin

Tex
� �2�

Since the inlet conditions are fixed and the same back pressure is
imposed, the first term of the right hand side is the same for all
gas models, and the differences in the entropy change are due to
the second term, which is associated with an entropy drop. This
term has a bigger magnitude for the PGin model because of the

Fig. 4 Variation of cp with temperature and fuel/air ratio

Fig. 5 Gas expansion for the four stage turbine computed with
perfect gas „PG… and real gas „RG… models: „a… T−s plane; and
„b… p−v plane

021022-4 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



higher cp �in spite of its higher exit temperature�, and conse-
quently the final exit entropy is lower for the PGin model than for
the PGex one, the one predicted by the PGav model obviously
being the intermediate one.

Considering now the effect of the cooling air, the heat removal
from the mainstream due to coolant injection produces an entropy
reduction causing all the expansions to move to the left in the T
−s diagram, as observed in Fig. 5�a�. This effect is more pro-
nounced in the first two stages where a larger amount of cooling
air is supplied and tends to vanish downstream of the third vane.

The dominant effect in determining the final temperature is
again associated with the value of cp of the mainstream. For the
fixed cp models, higher values of cp lead to higher exit tempera-
tures, as observed in Fig. 5�a� going from PGex to PGin.

In the PG models the cooling air is injected using the same cp
as for the mainstream. For all three models this cp value will be
generally higher than the one that should correspond to pure air at
the typical injection temperatures, the difference being lower for
the PGex model. In the absence of refrigeration, the difference in
the thermodynamic properties at the expansion end between the
PGav and the RG models would be negligible, due to the suitable
averaging process used to define the value of cp,av. Therefore the
differences found at the expansion end between these two models
can be attributed to the different modelization of the cooling air.
The heat removal effect of the cooling air is overestimated by the
PGav model since in this model the coolant is injected with a cp
higher than it should be. As a result the final exit entropy and
temperature predicted by this model are slightly lower. Despite the
small deviation of the exit properties between the PGav and RG
models, it is worth considering that, even in absence of cooling,
greater differences are found through the turbine, since the actual
properties at various points are not accurately predicted by the
PGav model.

The comparison of the four transformations in the p−v plane is
shown in Fig. 5�b�. At the first vane inlet, the same conditions are
imposed for all models. As the expansion goes on, the PG models
with extreme cp values progressively deviate from the values of
the specific volume predicted by the RG model. At the fourth
blade outlet, where back pressure is imposed, the PGin model
gives an overestimate of about 3%, whereas the PGex model un-
derestimates the specific volume by about 3.5%. Once again, dif-
ferences at the expansion end are negligible between the PGav and
the RG model.

The results obtained with the different gas models were com-
pared in terms of stages and turbine overall performance, and a
summary of the percent change of the main parameters with re-
spect to the real gas model results is given in Table 2 and in Fig.
6. The parameters considered are efficiency, inlet mass flow, spe-
cific work, total enthalpy, and total temperature drops. The work
done on the rotor can be evaluated either by integrating pressure
and shear forces on all the rotating surfaces to compute the torque,
or with an enthalpy balance on a control volume including the
blade row. Here the specific work is computed from an enthalpy
balance, and defined with respect to the inlet mass flow

w ��ṁinh0in + 	
i=1

Ni

�ṁh0�i − 	
i=1

Ne

�ṁh0�i − ṁexh0ex�
 ṁin �3�

where Ni and Ne are the number of injections and extractions. The
total-to-total efficiency is defined as

� �

ṁinh0in + 	
i=1

Ni

�ṁh0�i − 	
i=1

Ne

�ṁh0�i − ṁexh0ex

ṁinh0in + 	
i=1

Ni

�ṁh0�i − 	
i=1

Ne

�ṁh0�i − ṁexh̄0ex,s

�4�

where h̄0ex,s is a mass averaged isentropic total enthalpy defined as

h̄0ex,s =

ṁinh0ex,s + 	
i=1

Ni

�ṁh0ex,s�i

ṁin + 	
i=1

Ni

ṁi

�5�

and h0ex,s is the total enthalpy of each of the inlets expanded
isentropically to the mainstream mass average total pressure at
exit.

As far as the inlet mass flow is concerned it is confirmed that
with the PGin model, which uses a constant cp computed at the
first stator row inlet conditions, the value predicted by the RG
model with variable cp is nearly matched. A relative error of about
0.4% is found with the PGav model and the maximum error of
about 1% with the PGex model, which adopts a value of cp much
lower than that corresponding to the first stator throat.

Considering now the total temperature drops for the whole tur-
bine, as previously observed, the choice of a constant cp corre-
sponding to the turbine inlet conditions leads to a higher level of
exit total temperature, while an opposite behavior is found if the
exit conditions are chosen. As expected, the PGin model gives a
better estimate of the temperature drop in the first stage, while
tending to a progressive underestimation towards the turbine exit.
The opposite behavior is exhibited by the PGex model, whereas
the PGav model gives intermediate results for each stage, overes-
timating the temperature drop in the first two stages and underes-
timating it in the last two.

The total enthalpy drops are closely related to those of the total
temperature, but smaller deviations from the RG model are in
general observed. The reason for this better accuracy in comput-
ing the enthalpy drop rather than that of the temperature is that cp

Table 2 Calculated turbine performance versus gas model

% Error
relative to RG model

Gas model

PGin PGav PGex

Stage 1
Efficiency � −0.01 −0.33 −0.65
Inlet mass flow ṁin −0.04 0.48 1.10
Specific work w −0.66 −0.51 −0.31
Total enthalpy drop �h0 2.37 −0.33 −3.12
Total temperature drop �T0 1.76 5.10 9.08
Stage 2
Efficiency � 0.02 −0.14 −0.28
Inlet mass flow ṁin −0.03 0.43 0.99
Specific work w −1.43 −1.58 −1.76
Total enthalpy drop �h0 1.42 −0.87 −3.28
Total temperature drop �T0 −2.48 1.13 5.37
Stage 3
Efficiency � 0.05 −0.00 −0.04
Inlet mass flow ṁin −0.04 0.40 0.93
Specific work w −0.66 −1.69 −2.91
Total enthalpy drop �h0 0.94 −1.16 −3.46
Total temperature drop �T0 −5.65 −2.02 2.16
Stage 4
Efficiency � −0.09 −0.03 0.07
Inlet mass flow ṁin −0.03 0.39 0.90
Specific work w 1.85 −0.79 −3.90
Total enthalpy drop �h0 2.81 −0.39 −4.06
Total temperature drop �T0 −7.35 −4.74 −1.97
Turbine
Efficiency � −0.60 −0.57 −0.49
Inlet mass flow ṁin −0.03 0.44 1.01
Specific work w 0.08 −1.11 −2.50
Total enthalpy drop �h0 2.05 −0.58 −3.42
Total temperature drop �T0 −2.90 0.34 4.07
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and � vary in the opposite direction with temperature. If, for a
given expansion, the value of � is overestimated, so will the tem-
perature drop, but this error will be compensated for in the com-
putation of the enthalpy drop by the fact that cp will be lower than
it should be.

The specific work of each stage is generally underestimated by
all the PG models, with the exception of the PGin model predic-
tion in the fourth stage. Concerning the whole turbine, the specific
work predicted by the PGav model is affected by an error of near
1% with respect to the RG model. Without coolant injection the
specific work of each component would be equal to the corre-
sponding total enthalpy drop. When cooling is considered, the
specific work is given by Eq. �3�, which can be rewritten as fol-
lows �with Ne=0�

w = �h0 + ��h0inj − h0ex� �6�

where

� = 	
i=1

Ni

ṁi/ṁin; h0inj = 	
i=1

Ni

�ṁh0�i
	
i=1

Ni

ṁi

Since, in general, h0inj�h0ex, the second term of the right hand
side in Eq. �6� will be negative, and hence the specific work will
be lower than the corresponding total enthalpy drop. As a result of
compensating errors in the computation of h0inj and h0ex, the PGin
model predicts the best estimate of the overall specific work.

All the PG models give similar results in terms of turbine effi-
ciency, predicting an underestimate of about 0.5%. Differences in
stage efficiencies are negligible for the last two stages, where the
amount of cooling is lower. A similar trend was found by Northall
�6� who adopted the same efficiency definition as in the present
study.

Experimental measurements are available for comparison pur-
poses in terms of static pressure values at the inlet/outlet of each
row and total temperature at the turbine exit. In Fig. 7 computed
and measured values of static pressure at the hub are compared.
No major impact of the gas model is appreciable, and a good
agreement between measured and computed values can be noticed
in each measurement station.

Figure 8 shows a comparison between the normalized total tem-
perature distributions along the spanwise direction at the turbine
exit, computed using the four gas models. The mixed out average
value of measured total temperature is indicated as a constant
level in the figure. The shape of the distributions obtained with the
perfect gas models is the same as the one obtained with the RG

Fig. 6 Calculated turbine performance versus gas model „%
error relative to RG model…

Fig. 7 Comparison between measured and computed static
pressure between rows „hub values…

Fig. 8 Computed and measured total temperature at turbine
exit
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model. As previously remarked, the PGin model predicts a higher
level of exit total temperature, while an opposite behavior is found
with the PGex model. As far as the average value of cp is con-
cerned, the predicted exit temperature distribution is in good
agreement with the one computed with the real gas model. More-
over, the mixed out average values of total temperature obtained
by the two models are closer to the measured value, the difference
being about −0.9% and −0.6%, respectively. Large errors are ob-
tained using both the PGin and the PGex models, of about 2.2%
and −4.6%, respectively.

Conclusions
A numerical investigation of a four stage heavy-duty gas tur-

bine was carried out. Cooling air injection, cavity purge flows, and
leakage flows were included in the computations. The impact of
gas modeling on the prediction of the stage and overall turbine
performance was assessed by comparing the results obtained us-
ing different gas models based on the perfect gas assumption to
those obtained with a real gas model. In the present case, where
the gas properties behavior deviates from that of a perfect gas
basically from a caloric point of view, the real gas model accounts
for the variation of the specific heat cp with temperature. Changes
in gas mixture composition in the through-flow direction due to
coolant addition are accounted for by using a suitable polynomial
fit of cp.

Due to the large variation of the actual gas properties, associ-
ated with the high levels of both the temperature drop and the
coolant injection, significant impact of the gas model used for
computation was found. As far as the mass flow is concerned, the
choice of the cp value corresponding to the inlet conditions proved
to give the best estimate. This is because this value is closer to
that experienced at the first vane throat. However, the error found
using the PGav model is lower than 0.5%.

All the PG models predicted similar results in terms of turbine
efficiency, with an underestimation of about 0.5% with respect to
the RG model.

The major impact of gas modeling was detected in the predic-
tion of temperature and enthalpy drops. With a suitable choice of
an average cp the error on these parameters can be reduced to
negligible values at the turbine exit, and the small deviation be-
tween PGav and RG models is attributed to the different treatment
of the cooling air. Comparison between measured and computed
values of mixed out total temperature at the turbine exit showed
that this parameter is well predicted by both the RG and the PGav
models, whereas important deviations were obtained using the
other models. In light of the present findings it can be concluded
that the PGav model represents a good compromise for a perfect
gas computation. However, even by using such a model, the actual
temperatures along the gas path are not accurately predicted, and
for a detailed component design it is necessary to reproduce the
correct thermodynamic behavior of the working fluid.
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Nomenclature
ṁ � mass flow rate

cp � specific heat at constant pressure
h � specific enthalpy
p � pressure
R � gas constant
s � specific entropy
T � temperature
v � specific volume
w � specific work

PG � perfect gas
RG � real gas

Greek
� � total-to-total efficiency
� � ratio of specific heats

Subscripts
0 � total quantity

av � average quantity
ex � exit conditions
in � inlet conditions
s � isentropic quantity
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Impulse Response Processing of
Transient Heat Transfer Gauge
Signals
A new, computationally efficient method is presented for processing transient thin-film
heat transfer gauge signals. These gauges are widely used in gas turbine heat transfer
research, where, historically, the desired experimental heat transfer flux signals, q, are
derived from transient measured surface-temperature signals, T, using numerical ap-
proximations to the solutions of the linear differential equations relating the two. The new
method uses known pairs of exact solutions, such as the T response due to a step in q, to
derive a sampled approximation of the impulse response of the gauge system. This im-
pulse response is then used as a finite impulse response digital filter to process the
sampled T signal to derive the required sampled q signal. This is computationally effi-
cient because the impulse response need only be derived once for each gauge for a given
sample rate, but can be reused repeatedly, using optimized MATLAB filter routines and is
highly accurate. The impulse response method can be used for most types of heat flux
gauge. In fact, the method is universal for any linear measurement systems which can be
described by linear differential equations where theoretical solution pairs exist between
input and output. Examples using the new method to process turbomachinery heat flux
signals are given. �DOI: 10.1115/1.2752188�

Introduction
The new impulse response processing techniques of thin-film

gauge heat transfer gauge signals described in this paper were
initially described in an internal user guide �1� and were first used
by Guo et al. �2� and Anthony et al. �3,4�. This paper is the first
time the new techniques have been fully described.

Thin-film gauges were initially used in hypersonic wind tunnels
�5� and were subsequently used in turbomachinery research from
the 1970s �6,7�. Initially gauges consisted of arrays of platinum
thin-film resistance thermometers fired onto the surface of shaped
quartz or Pyrex inserts mounted in turbine blade cascade models,
but this was superseded by films fired onto blades machined in
Corning Macor, a machinable glass ceramic �6� as shown in Fig.
1.

In the short ��1 s� running time of the transient tunnels used,
the heat conduction under the thin films can be considered as
semi-infinite, one-dimensional heat conduction, and these are
known as semi-infinite heat transfer gauges. In an age where com-
puting power was rare and expensive, the surface temperature
signals were processed into surface heat transfer fluxes by the use
of analogue electronic circuits which simulated the heat conduc-
tion process with a resistance-capacitance ladder circuit �5,8�. The
surface temperature was recovered by a computational procedure
which approximated the recorded heat flux signal be a series of
steps or ramps �6�.

In the 1980s, transient turbine facilities made it possible to
make high-frequency heat transfer measurements on rotating tur-
bine blades provided robust heat transfer gauges could be manu-
factured �9�. While sufficient strength could be obtained by insert-
ing small Pyrex or quartz “button” gauges into a rotating blade
surface �10�, new two layer thin-film gauges sufficiently robust to
stand the stresses of rotating turbines were developed and these

required new data processing techniques. At Oxford a vitreous
enamel insulating layer was fired onto the surface of metal blades,
and the thin-film thermometers were painted and fired on top �11�.
The signals from the gauges were first passed through an analog
and then processed digitally using an analysis of the unsteady two
layer heat conduction problem �12�, a computationally long pro-
cessing process. At MIT �13�, a double sided gauge was devel-
oped on a flexible insulator which could be wrapped round a
strong metal turbine blade and secured by an adhesive. By mea-
suring the top and bottom temperature, low-frequency heat trans-
fer measurements could be made by a steady-state conduction
assumption, but an unsteady analysis was necessary to extract
high frequency, blade passing, and events.

Since then, many successful variants of the two sided gauge
have been developed, including the “direct heat transfer gauge”
�14� and Fig. 2 and layered thermocouple gauges �15�.

Recently, high density arrays of thin-film gauges which share a
common current source, along with low noise current sources and
high-frequency boosting preamplifiers have been developed �3�
and used to image bypass transition �4�. Another approach for
fabricating miniature thin-film gauges by using a laser to etch the
gauges and connecting track patterns is given in Ref. �16�

Since the 1980s, various computer based signal processing
techniques have been developed to extract the time-varying heat
flux from temperature measurements. Fourier transform methods
�17� are attractive, but require zero padding and other careful
techniques to avoid the consequences of the inherent periodicity
of discrete Fourier transforms of finite length sampled data sets.
Some researchers �e.g., Ref. �18�� use a numerical solution of the
unsteady conduction equations using a Crank-Nicholson scheme
or a finite element process that can deal with multiple substrate
thermal properties. Such techniques are powerful, in that they can
deal with highly three-dimensional multilayered substrates, with
temperature dependent thermal properties, under the thin-film
gauges, but have a high computational cost and may have diffi-
culties in encompassing short and long time-scale phenomena in
the same calculation.

For most heat transfer gauge systems the new impulse response
method presented below is more computationally efficient, sim-
pler and more accurate than the methods described above.

Contributed by the International Gas Turbine Institute of ASME for publication in
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Basis of the Impulse Response Method
The impulse response method uses discrete deconvolution to

derive filter impulse responses of the same length as the data
being processed from analytically derived response functions, and
is accurate up to this length, with none of the zero padding etc.
needed to use frequency based methods �17�! Useful books on the
digital signal processing, Fourier, and z transforms used here are
described in Ref. �19� �which uses MATLAB �20��, and Ref. �21�.

It is applicable to any linear time invariant �LTI� system where
the readings to be processed are steady at the start of the recorded
data.

The response of any LTI system such as a thin-film gauge �sur-
face temperature T�t�, surface heat transfer rate q�t�� can be cal-
culated from the impulse response h�t� of that system by the con-
volution integral

q�t� = h�t� � T�t� =�
−�

�

h���T�t − ��d�

Unfortunately, in the continuous-time domain, this integral can
be difficult to evaluate �5� and h�t� often has singularities at the
origin.

However, in the discrete-time domain, where the continuous
signals T�t� and q�t� are sampled at sampling period Ts, or sam-
pling frequency fs=1 /Ts to give discrete sequences

T�n� = T�nTs� for n = ¯ − 3,− 2,− 1,0,1,2,3,¯

The convolution integral is replaced by the discrete convolution
sum

q�n� = h�n� � T�n� = �
k=−�

�

h�k�T�n − k� = �
k=−�

�

h�n − k�T�k�

As will be shown, this convolution sum can be manipulated to
avoid the difficulties at the singularities and the convolution can
be successfully used.

The challenge is then that of deriving suitable discrete time
impulse functions h�n� which are sampled approximations to the
continuous impulse function h�t�.

In the processing considered here, all signals and impulse re-
sponses are assumed to be 0 for n�0 and the signals are all of a
finite length N �i.e., they have been sampled for a time NTs sec-
onds�. We are not interested in results of the convolution for n
�N, and only need the first N terms of h�n�. So the discrete
convolution becomes

q�n� = h�n� � T�n� = �
k=0

N−1

h�k�T�n − k� = �
k=0

N−1

h�n − k�T�k�

for k = 0,1,2, . . . ,N − 1

This discrete convolution can be carried out by the MATLAB

filter function, or, much more efficiently, by the MATLAB signal
processing toolbox function fftfilt. Users should note that MATLAB

arrays start with index 1, not 0 as above, and this may require
some care, as the above sums will be from 1 to N.

How can the required discrete impulse response function se-
quence h�n� be obtained? If we know a pair of nonsingular ana-
lytical solutions q1�t� and T1�t� �the basis functions� for the un-
derlying heat transfer equations in the gauge substrate �e.g., a step
function in q and the corresponding “parabolic” function in T for
a semi-infinite substrate�, these can be sampled and are then re-
lated to the required impulse response by the convolution

q1�n� = h�n� � T1�n�

h�n� can then be found by deconvolution, which is most effi-
ciently carried out by the MATLAB function filter, using the discrete
impulse function ��n�=1,0 ,0 ,0 , . . .. Taking z transforms �de-
scribed in e.g., Ref. �19��, the convolution operator � is replaced
by multiplication

Q1�z� = H�z�T1�z� or H�z� =
Q1�z�
T1�z�

Now, convoluting the impulse response with an impulse func-
tion will, by definition, simply reproduce the impulse response, so
that in the z transform domain

H�z� = H�z���z� =
Q1�z�
T1�z�

��z�

where ��z� is the z transform of ��n�.
Thus the required impulse response can be obtained by digitally

filtering the impulse function ��n� by the infinite impulse response
�IIR� filter whose coefficients are given by Q1�z� /T1�z� using the
MATLAB function

h = filter�q1,T1, impulse�

Fig. 1 Early Macor blade showing fired platinum thin-film
gauges on surface with gold leads

Fig. 2 Kapton „polyimide… sheet with sputtered heat flux
gauges wrapped round a metal nozzle guide vane with film
cooling holes
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This h�n�, evaluated once for each set of heat transfer gauge
parameters, can then be stored and then subsequently used repeat-
edly to process sampled data, say T�n� into q�n� by using the very
fast function fftfilt in the MATLAB signal processing toolbox

q = fftfilt�h,T�
The impulse response method obviously depends on the choice

of suitable basis functions q1�t� and T1�t�. Also it should be real-
ized that an implicit assumption of the method is that, between
samples, the functions q�t� and T�t� follow the form �e.g., step and
parabola� of the basis functions q1�t� and T1�t�.

Note that the impulse response method is a more sophisticated
generalization of the superposition method first used by Ref. �6� in
1978.

Design of Discrete Impulse Responses for Particular
Heat Transfer Gauge Systems

The theoretical responses of commonly used forms of heat
transfer gauges to known input temperature signals are now ana-
lyzed and these are used to derive suitable basis functions q1�t�
and T1�t�. MATLAB is then used to design the required discrete
impulse functions h�n�. These h�n� functions are then tested with
known solutions to check for any numerical problems. The func-
tion filter used in the design process will not work if the first term
of q1�n� is zero. In that case, the q1�n� sequence is moved one
place to the left and a flag shift is set in the software to indicate
the shift necessary to correct the output when using the filters.

Semi-infinite Substrate Heat Transfer Gauges. A cross sec-
tion through a semi-infinite thin-film gauge is shown in Fig. 3 and
the theory of such gauges is given in Ref. �12�.

The most convenient �but not only� basis functions for trans-
forming T to q and the reverse process of q to T used to generate
h�n� are the response T1�t� for a step in q1�t�. In Laplace trans-
formed form, the solution of the heat conduction equations for a
semi-infinite substrate gives

T̄1�s� =
1

��1c1k1

1
�s

q̄1�s�

For a step in q1�t�=u�t�, q̄1�s�=1 /s, and so

T̄1�s� =
1

��1c1k1

s−�3/2�

Taking the inverse Laplace transform

T1�t� =
2

��1c1k1

� t

�

Sampling q1�t� and T1�t� and applying the impulse response
theory above gives the required impulse functions h�n�.

As an example, the impulse filter to change a surface tempera-
ture trace T to q for a 10,000 point sample at 10,000 samples /s
and for a substrate with the thermal product ��1c1k1
=2000 J m−1 K−1 �similar to Corning Macor� is shown in Fig. 4.

The corresponding impulse filter to perform the reverse trans-

formation from q to T is shown in Fig. 5.
It should be noted that the continuous impulse response is infi-

nite at t=0: For an impulse in q1�t�=��t�, q̄1�s�=1, and so

T̄1�s� =
1

��1c1k1

s−1/2

Taking the inverse Laplace transform

T1�t� =
1

��1c1k1

� 1

�t

The early points of the sampled versions in Figs. 4 and 5 are,
clearly, finite, and the high 15 figure accuracy of MATLAB enables
them to be used accurately, as will be shown.

The designed impulse functions were tested by using the
sampled version of T1�t�=2 /��1c1k1

�t /� as a test signal, and
seeing how close the resulting q signal was to a unit step. The
result is shown in Fig. 6. This tests the numerical errors, which are
�6	10−14, which is negligible.

Two Layer Substrate Heat Transfer Gauges. A cross section
through a two layer thin-film gauge is shown in Fig. 7, and the

Fig. 3 Semi-infinite heat transfer gauge

Fig. 4 First 50 points of Impulse response h†n‡ of impulse
filter to convert T to q for semi-infinite heat transfer gauge

Fig. 5 First 50 points of Impulse response h†n‡ of impulse
filter to convert q to T for semi-infinite heat transfer gauge
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theory of such gauges was first given in Ref. �12�.
The basis functions are those for a step in q1�t�. In Laplace

transformed form, the solution of the heat conduction equations
for two layer substrate , gives

T̄1�s� =
1

��1c1k1

1
�s

q̄1�s�
�1 + A exp	− 2a� s


1

�

�1 − A exp	− 2a� s


1

�

where

A =
��1c1k1 − ��2c2k2

��1c1k1 + ��2c2k2

and the thermal diffusivity 
1=k1 /�1c1.
For a step in q1�t�=u�t�, q̄1�s�=1 /s, and so

T̄1�s� =
1

��1c1k1

s−�3/2�
�1 + A exp	− 2a� s


1

�

�1 − A exp	− 2a� s


1

�

Expanding the denominator as a power series, and taking the in-
verse Laplace transform

T1�t� =
2

��1c1k1
�� t

�
+ �

n=1

�

2An�� t

�
exp	−

ks
2

4t



−
ks

2
erfc	 ks

2�t

�

where

ks =
2an
�
1

= 2n��1c1k1	 a

k1



Thus the surface temperature response T1�t� to a unit step in
surface heat transfer q1�t�=u�t� can be calculated if the thermal
products ��1c1k1 and ��2c2k2, along with the effective thickness
a /k1, are known for a particular gauge.

Sampling q1�t� and T1�t� and applying the impulse response
theory above gives the required impulse functions, which are
similar in appearance to those shown for the semi-infinite gauge in
Figs. 4 and 5.

The designed impulse functions are tested by sampling the T1�t�
above to get a step in q.

Typical values for a 100-�m-thick polyimide top layer on an
aluminum semi-infinite substrate are

��1c1k1 = 500 J m−1 K−1, ��2c2k2 = 19,000 J m−1 K−1,

and a/k1 = 6.5 	 10−4 m2 K W−1

With these gauge properties for 104 samples at 104 samples /s
for typical values, the numerical errors are again small, less than
�1	10−13 over 10,000 points. The test T1�t� plotted against �t
shown in Fig. 8 is interesting in that it shows the change of slope
due to the metal semi-infinite layer predicted by Ref. �12�.

Double Sided Heat Transfer Gauges—Method 1. Double
sided gauges, such as used by Ref. �13�, direct heat transfer
gauges �14�, and double thermocouple gauges �15�, all measure
the temperatures on the top T1 and bottom T2 of the insulating
layer on the model surface under test. This has the advantage that
the heat transfer rate can be obtained without having to know the
thermal properties of the underlying material, but at the cost of
having to measure two temperatures rather than one.

At low frequencies, the heat transfer rate is given simply by

q1 =
k

a
�T1 − T2�

but at higher frequencies a full transient analysis is necessary.
A double sided thin-film gauge, as shown in Fig. 9, with top

and bottom measured temperatures T1 and T2, respectively, can be
considered to be the superposition of a differential gauge with
temperatures �T1−T2� /2 and −�T1−T2� /2 top and bottom, to-
gether with a common mode gauge with temperatures
�T1+T2� /2 both top and bottom. Both of these can be modeled by
the solution given previously for the two-layer substrate gauge:

Fig. 6 Test result showing that the deviation from the ideal
unit step in q when processing a parabola in T is less than
±6Ã10−14 over 10,000 points

Fig. 7 Two layer heat transfer gauge

Fig. 8 Two layer gauge test signal to ideally give step q output
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1. The differential gauge has T=0 at the mid-depth x=a /2, and
corresponds to an infinitely conducting lower substrate giv-
ing A=−1; and

2. The common mode gauge has q=0 at the mid-depth x
=a /2, and corresponds to an insulating lower substrate giv-
ing A= +1.

These solutions are used to with qd and qc unit steps, to give
differential and common mode impulse responses hd�n� and hc�n�.
The impulse responses of the top surface q1 to T1 and T2 are then
derived by superimposing the solutions

q1 = qd + qc = hd �
T1 − T2

2
+ hc �

T1 + T2

2
=

hd + hc

2
� T1

+
hc − hd

2
� T2 = h1 � T1 + h2 � T2

from which

h1 =
hd + hc

2
and h2 =

hc − hd

2

To test the functions given for the double sided gauge the pre-
viously used two-layer gauge model is used with the additional
calculation of the interface temperature T2, as shown in the top of
Fig. 9. Following the analysis in Ref. �12�

T2�s� = T�a,s� =
1

��1c1k1

1
�s

q̄1�s�
�1 + A�exp	− a� s


1



�1 − A exp	− 2a� s


1

�

where

A =
��1c1k1 − ��2c2k2

��1c1k1 + ��2c2k2

and the thermal diffusivity 
1=k1 /�1c1.
For a step in q1�t�=u�t�, q̄1�s�=1 /s, and so

T2�s� =
1

��1c1k1

s−�3/2�
�1 + A�exp	− a� s


1



�1 − A exp	− 2a� s


1

�

Expanding the denominator as a power series, and taking the in-
verse Laplace transform

T2�t� =
2�1 + A�
��1c1k1

��
n=0

�

An�� t

�
exp	−

ka
2

4t

 −

ka

2
erfc	 ka

2�t

�

where

ka =
�2n + 1�a

�
1

= �2n + 1���1c1k1	 a

k1



Figure 10 shows test signals T1, T2, and �T1−T2� for a unit step
output in the predicted q1 for 104 samples at 104 samples /s for the
same typical values of

��1c1k1 = 500 J m−1 K−1, ��2c2k2 = 19,000 J m−1 K−1,

and a/k1 = 6.5 	 10−4 m2 K W−1

Note how slowly the back wall temperature rises and how the
difference �T1-T2� tends toward the expected steady value.

Figure 11 shows that the maximum error of the impulse method

Fig. 9 Double-sided thin-film heat transfer gauge seen as a
sum of differential and common mode gauges

Fig. 10 Test signals for double sided gauge processing
functions

Fig. 11 Error of double sided method is less than 0.014%
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for this test case is �0.001%, and is greatest at the time when the
presence of the back wall is first significant.

Double Sided Heat Transfer Gauges—Method 2. Jones and
Guo �22� have shown that, for double sided gauges, there is a
solution for the surface heat transfer q1 for the case where top and
bottom gauge temperatures are of the form T1=�t and T2=0, or
T1=0 and T2=�t. In Laplace transformed form

q̄1�s� = ��1c1k1
�s��1 + exp	− 2a� s


1

�

�1 − exp	− 2a� s


1

� T̄1�s�

− 2

exp	− a� s


1



�1 − exp	− 2a� s


1

� T̄2�s��

Putting T̄1�s�=�� /2s−3/2 and T̄2�s�=0, or T̄1�s�=0 and

T̄2�s�=�� /2s−3/2 and expanding the denominators as a power se-
ries gives:

Heat transfer response to T1=�t

q11�t� = �1.5���1c1k1�1 + 2�
n=1

� �erfc	 ks

2�t

�

where

ks =
2an
�
1

= 2n��1c1k1	 a

k1



Heat transfer response to T2=�t

q12�t� = − �1.5���1c1k1�2�
n=0

� �erfc	 ka

2�t

�

where

ka =
�2n + 1�a

�
1

= �2n + 1���1c1k1	 a

k1



The desired impulse responses h1 and h2 are then obtained in
the usual way by deconvolution using �q11 and T1� and �q12 and
T2� as pairs of basis functions.

In the two layer gauge test cases above, these impulse functions
work, but the error corresponding to Fig. 11 is larger, about 0.5%.
Therefore it is recommended that Method 1 is used in preference
to Method 2. This difference in accuracy probably comes about
because Method 2 implicitly assumes that the bottom temperature
T2��t which Fig. 10 shows is not generally so.

De-Emphasizing or De-Boosting Thin-Film Gauge
Signals

In the frequency domain, thin-film gauge signals have a re-
sponse T��� /q��� which decreases with rising frequency. Since
the voltage change measured across the thin-film gauge at con-
stant current is proportional to T, this signal is very small at high
frequencies, and can be corrupted by electrical noise.

As well as using low noise amplifiers and constant current sup-
plies �3� thin-film voltage signals are often passed through an
analog filter which preamplifies �otherwise known as “boosting”
or “pre-emphasis”� the higher frequency signals to counter digiti-
zation errors in the smaller high-frequency signals and to reduce
the affects of electrical noise after the initial amplifier. Oldfield et
al. �6� used an electrical analog with the inverse frequency re-

sponse of the semi-infinite thin-film gauge. Ainsworth et al. �17�
used a four break point filter. Neal et al. �23� and Anthony et al.
�3� used simpler, two break-point filters.

As the 15 figure accuracy of MATLAB does not suffer from this
problem, it is desirable to correct this pre-emphasized, or boosted
signal back to the thin-film voltage signal.

The MATLAB signal processing toolbox has been used to de-
velop multipole IIR digital filters which have the inverse fre-
quency response of the preamplifiers, and these filters can be used
to recover the measured temperatures from the recorded signals.

Compensating for Analogue Response. Often the logarithmi-
cally spaced ten section electrical analogue described by Ref. �8�
has been used to boost the high-frequency thin-film gauge signals.
Since the inverse of the analogue response is given approximately,
in Laplace transformed form by

V̄in

V̄out

=�r

c

1

RF

1
�s

�see Ref. �8� for symbols used here�, the input thin-film voltage
can be recovered using the MATLAB functions already developed
for the semi-infinite substrate by replacing ��1c1k1 by RF

�c /r.

IIR Filter Processing for Semi-infinite Substrate Heat
Transfer Gauges. An IIR filter alternative to the impulse re-
sponse technique applicable to semi-infinite substrate heat transfer
gauges is described by Ref. �3� and is not repeated here.

Generally the previously described impulse response method is
more accurate than this IIR filter method, and so is preferred. The
IIR method is, however, slightly faster for processing very long
data sequences, and so has a place.

Accuracy of Impulse Response Theory
The inherent mathematical accuracy of the impulse response

method depends mainly on the rounding errors of the processing
tools used. MATLAB has proven to be excellent in this regard and,
as shown by Figs. 6 and 11, the errors due to the processing are
negligible with suitably chosen sample rates and numbers. Of
course, before using the filters, checks should be made and these
have been incorporated in the MATLAB software.

Obviously, the overall accuracy of the impulse response se-
quence h�n� derived for a particular heat transfer gauge depends
on the accuracy of the input thermal products ��1c1k1 and
��2c2k2, and the effective thickness a /k1, for that gauge, along
with the measurement accuracy of the input �e.g., T1�t�� signal.
Much effort �see Refs. �6,7,11,12,14,18�� has been expended in
measuring these parameters, which aren’t always the same as
those quoted by the manufacturers. In the author’s experience,
heat transfer measurements to accuracy of 10% are easily made,
and an accuracy of 1% is difficult to obtain. Users of the impulse
response method should conduct numerical experiments, varying
the parameters, to determine the sensitivity of their measurements
to the accuracy of their parameters. For example, they will find
that, for semi-infinite gauges, the errors are proportional to those
in the single parameter ��1c1k1, whereas two layer gauges are
insensitive to ��2c2k2 for short times �e.g., t�40 ms in Fig. 8�.

Fortunately, the numerical processing by the impulse response
method does not add significantly to the errors arising from these
parameters.

Application of Impulse Response Theory
MATLAB software, which designs the impulse response Fourier

infrared �FIR� filters described above and processes thin-film
gauge data, has been written and tested and is described in Ref.
�1� and can be obtained from the author.

The processing sequence is as follows:

1. Calibrate all the gauges used in a particular experiment;
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2. Decide on the data sampling rate and the number of samples
for each gauge for each experimental run;

3. Use the MATLAB software to design impulse response filters
for each gauge and deboosting filters for the preamplifiers
used;

4. Run the experiment and digitally record the heat flux gauge
signals; and

5. Process these signals with the designed filters to obtain sur-
face temperature and heat flux, using the MATLAB function
filter function or, much more rapidly, the MATLAB signal pro-
cessing toolbox function fftfilt.

The computational efficiency of the impulse filter method
comes about because step 3 need only be done once for a set of
experiments and the data processing in step 5 is simply a digital
filtering process and is fast and efficient.

Examples of Use of Method

QinetiQ ILPF Rotor Facility. Kam Chana of QinetiQ has used
the impulse response method to process examples of his heat
transfer data. In a typical example, a rotor tip thin-film heat flux
gauge signal from a rotating blade mounted heat sensor in the
QinetiQ ILPF transient turbine facility �24� is shown in Fig. 12 for
a complete tunnel run. This gauge used a thin-film thermometer
on a thin Upilex �polyimide� insulating layer �14� on a metal rotor
blade whose temperature was measured by a thermocouple. Since
the gauge measured both the surface temperature and the metal
temperature underneath, the data could be processed in three ways
as shown in Fig. 13.

The results are similar in that the traces overlay each other, but
there are interesting differences. In the initial rise, the impulse
method curve �a� and the Fourier method curve �b� are identical,
but �b� drifts away during the run, possibly due to three-
dimensional conduction in the metal lower substrate. The direct
heat transfer calculation �c�, with a lower frequency response,
cannot match the other two curves in the rapidly changing rise and
fall regions at the beginning and end of the run. However, �a�
tracks �c� in the flat central portion, where the direct heat transfer
trace �c� is known to be accurate. The conclusion is that the Im-
pulse method is superior to both, having a better long-time re-
sponse than the Fourier method �b� and a higher frequency re-
sponse than the direct heat transfer gauge �c�.

Oxford Rotor Facility Overtip Measurements. Thorpe et al.
�25,26� have recently published unsteady time resolved heat trans-
fer measurements on the shroud surface over a rotating turbine,

using a laser-cut, semi-infinite heat transfer gauge array shown in
Fig. 14, in the Oxford light isentropic piston tunnel rotor facility
and have made one of the temperature traces available to the
author.

The temperature trace in Fig. 15 shows part of a tunnel run in
which 200,000 readings were taken at 500,000 readings / s. The
gauge substrate had a thermal product ��1c1k1=1728 J m−1 K−1.

Fig. 12 Surface temperature trace from rotor tip direct heat
transfer gauge for a complete run of the QinetiQ ILPF rotating
turbine as described in Ref. †24‡

Fig. 13 Heat transfer rate traces processed from the data
shown in by three different methods: „a… new impulse response
method as a double sided gauge; „b… Fourier transform method
†16‡ as a two layer gauge; and „c… from temperature difference
as a direct heat transfer gauge

Fig. 14 Laser-cut semi-infinite thin-film gauge array to mea-
sure overtip time-resolved heat transfer signals. The rotor „not
shown here… passes over the gauges „from Ref. †25‡….

Fig. 15 Raw temperature trace with 200,000 points at
500,000 samples/s
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In Fig. 16 a magnified segment of Fig. 15 it can be seen that the
temperature trace contains small periodic fluctuations associated
with the rotor blade tips passing the gauge on the shroud.

The new impulse response method was then used to process the
200,000 temperature readings. On a 1.7 GHz laptop with 1 Gbyte
of RAM, generation of the 200,000 point impulse response se-
quence took 20 min, but this, of course, need only be calculated
once for each gauge at each sample rate. The processing of the
temperature signal with this impulse response filter took a mere
2 s. This demonstrates the computational efficiency of the new
method

At first sight, the processed heat flux signal in Fig. 17 looks
very noisy, until it is realized that the spread is due to the large
heat flux variations due to the rotor blade passing noted in Ref.
�26�. Low pass filtering of the heat flux trace �Fig. 18� shows the
mean levels in accordance with those reported in Ref. �25� and the
magnified section of Fig. 17 shown in Fig. 18 confirms the large
heat transfer flux fluctuations reported in Ref. �26�. Interestingly,
Fig. 19 shows both the heat flux calculated by the new impulse
method and that calculated by the authors of Ref. �26� using a
refined method �27� derived from the earlier methods in Refs.
�5,6,12�. The agreement is excellent, confirming the accuracy of
the new method, which is much quicker and simpler to
implement.

These two examples clearly demonstrate the effectiveness of
the new method even with signals containing large numbers of
samples.

Conclusions
An efficient signal processing system for thin-film heat flux

gauges based on impulse response filters has been developed and
tested. It is applicable to any linear �i.e., constant property� mea-
surement system where a known solution exists for the equations
which describe the relationship between the measured signals and
the physical parameters to be measured. It is limited to measure-
ments where the readings are steady at the start of the recorded
data, which is the usual situation in short duration facilities.

The impulse response filter method has proved, in practice, to
be more accurate and faster than previous methods for processing
heat flux gauge signals. This system offers significant advantages
to the users of heat transfer instrumentation in turbomachinery
research and in other fields.
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Fig. 19 Magnified section of heat flux traces showing blade
passing events. New and old †27‡ processing agree excellently.

Fig. 16 Magnified section of temperature trace showing blade
passing events

Fig. 17 Heat flux signal processed by impulse method

Fig. 18 Low pass filtered heat flux signal
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Nomenclature
a � thickness of insulating layer
c � specific heat capacity

fs=1 /Ts � sampling frequency
h � impulse response function
k � thermal conductivity
k � summation variable
n � sample number
N � number of points in sampled signal
q � heat transfer rate

q1�t� � basis function for heat transfer
Q�z� � z transform of q�n�

s � Laplace transform variable
t � time

T � temperature
T�z� � z transform of T�n�

T1�t� � basis function for temperature
Ts � sampling interval

u�t� � unit step function
z � z transform variable

��n�=1,0 ,0 ,0 , . . . � discrete impulse function
��z� � z transform of ��n�


=k / ��c� � thermal diffusivity
� � density
� � dummy time variable in convolution

integral
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A Comparison of Approximate
Versus Exact Geometrical
Representations of Roughness
for CFD Calculations of cf and St
Skin friction �cf� and heat transfer (St) predictions were made for a turbulent boundary
layer over randomly rough surfaces at Reynolds number of 1�106. The rough surfaces
are scaled models of actual gas turbine blade surfaces that have experienced degradation
after service. Two different approximations are used to characterize the roughness in the
computational model: the discrete element model and full 3D discretization of the sur-
face. The discrete element method considers the total aerodynamic drag on a rough
surface to be the sum of shear drag on the flat part of the surface and the form drag on
the individual roughness elements. The total heat transfer from a rough surface is the sum
of convection on the flat part of the surface and the convection from each of the rough-
ness elements. Correlations are used to model the roughness element drag and heat
transfer, thus avoiding the complexity of gridding the irregular rough surface. The dis-
crete element roughness representation was incorporated into a two-dimensional, finite
difference boundary layer code with a mixing length turbulence model. The second pre-
diction method employs a viscous adaptive Cartesian grid approach to fully resolve the
three-dimensional roughness geometry. This significantly reduces the grid requirement
compared to a structured grid. The flow prediction is made using a finite-volume Navier-
Stokes solver capable of handling arbitrary grids with the Spalart-Allmaras �S-A� turbu-
lence model. Comparisons are made to experimentally measured values of cf and St for
two unique roughness characterizations. The two methods predict cf to within �8% and
St within �17%, the RANS code yielding slightly better agreement. In both cases, agree-
ment with the experimental data is less favorable for the surface with larger roughness
features. The RANS simulation requires a two to three order of magnitude increase in
computational time compared to the DEM method and is not as readily adapted to a wide
variety of roughness characterizations. The RANS simulation is capable of analyzing sur-
faces composed primarily of roughness valleys (rather than peaks), a feature that DEM

does not have in its present formulation. Several basic assumptions employed by the
discrete element model are evaluated using the 3D RANS flow predictions, namely: estab-
lishment of the midheight for application of the smooth wall boundary condition; cD and
Nu relations employed for roughness elements; and flow three dimensionality over and
around roughness elements. �DOI: 10.1115/1.2752190�

Introduction

Surface roughness is an important parameter in the design and
operation of fluid machinery. Common examples of surface
roughness include fouling of compressors or pumps, ice accretion
on airfoil surfaces, deposits and corrosion in industrial piping, and
thermal barrier coating erosion in turbines. Typically, roughness
levels increase dramatically during operation. For example, gas
turbine blade surface measurements indicate an order of magni-
tude or greater increase in rms roughness between maintenance
cycles for a first stage high-pressure turbine �1–3�.

Understanding the influence of increased surface roughness on
fluid flow and heat transfer is critical to insuring the efficient
operation of fluid machinery. Since roughness is known to in-
crease both surface drag and heat transfer, it can lead to undesir-
able consequences: higher heat load in turbines, accelerated part
degradation in industrial piping, increased airfoil drag, and/or

lower pump efficiencies. For example, Blair �4� reported a
roughness-related St increase of nearly 100% on a rotating turbine
facility due to premature boundary layer transition and other
roughness-induced effects. Guo et al. �5� also reported a twofold
increase in heat transfer for a factor of 25 increase in roughness
height on a fully scaled nozzle guide vane facility. Likewise, sev-
eral studies with roughened blades in compressors and pumps
observed losses in efficiency of 3–5 points �6,7�.

Historically, the two principle methods for evaluating the ef-
fects of surface roughness on drag and heat transfer have been the
equivalent sand-grain roughness �ks� model and the discrete ele-
ment model �DEM�. The equivalent sand-grain roughness model,
first proposed by Schlichting �8�, is an empirical model in which
rough surfaces with various features are compared to data from
Nikuradse �9� concerning flow in pipes with varying sizes of
sieved sand glued to the wetted surface. Rough surfaces are as-
signed a value of equivalent sand-grain roughness height based on
comparisons with Nikuradse’s data. This involves the use of em-
pirical correlations derived from experiments. Typically, the same
value of ks is used to characterize rough-wall skin friction and
heat transfer. Because of its relative simplicity and generality, the
sand-grain roughness model continues to be the most widely used
roughness model.

Submitted to ASME for publication in the JOURNAL OF TURBOMACHINERY. Manu-
script received November 30, 2005; final manuscript received March 16, 2006; pub-
lished online March 25, 2008. Review conducted by David Wisler. Paper presented
at the 2005 ASME International Mechanical Engineering Congress �IMECE 2005�,
Orlando, FL, USA, November 5–11, 2005.
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With the advent of computational fluid dynamics, the equiva-
lent sand-grain roughness characterization has been routinely em-
ployed to apply rough-wall boundary conditions for nonsmooth
surfaces. One common implementation is to adjust the near-wall
van Driest damping constant when calculating the Prandtl mixing
length in a turbulence closure model �5,10,11�. An alternative for-
mulation employed in the Spalart-Allmaras one-equation turbu-
lence model assumes a nonzero eddy viscosity at the wall and
adjusts the distance from the wall where the wall boundary con-
ditions are imposed �12�. Both of these implementations use em-
pirical ks correlations to characterize the roughness height. Thus,
despite progress in the prediction of roughness effects using these
models, their accuracy still hinges on the ks value employed.

Numerous researchers have proposed alternatives to Schlich-
ting’s original tabulated ks values using more general correlations
based on roughness height, shape, and/or density �13–15�. None-
theless, several critical shortcomings of the equivalent sand-grain
method continue to plague its use �16�. First, since ks correlations
have been universally developed using ordered arrays of discrete
roughness elements �e.g., cones, hemispheres�, they are not al-
ways appropriate for use with randomly rough �i.e., “real”� sur-
faces �15�. In addition, the common practice of using the same ks
value to predict both skin friction and heat transfer is at times
problematic �12,15�. There is no physical reason that two surfaces
with the same skin friction coefficient �which implies that they
would have the same ks value from a friction standpoint� should
have the same Stanton numbers �16�.

Unlike the equivalent sand-grain model, the DEM evaluates the
effects of roughness by considering the physical characteristics of
the roughness elements in the solution of the boundary layer equa-
tions. The discrete element model is semi-empirical in the sense
that the closure relationships used to determine the drag and heat
transfer from the individual roughness elements are based on em-
pirical data. The basis for the discrete element model was also
described by Schlichting in his 1937 paper �8�. In attempting to
explain the effect of roughness element density on the effective
sand-grain height, Schlichting suggested that the total drag on a
rough surface is the sum of skin friction on the flat part of the
surface and the form drag on the individual roughness elements.
Methods to solve the boundary layer equations for flow over
rough surfaces �17–19� have incorporated momentum sink terms
into the boundary layer equations based on Schlichting’s sugges-
tion. The form of the discrete element roughness model presented
in this work originated with Finson �17� and was rigorously de-
rived by Taylor �16�. It was recently adapted to accommodate
irregular roughness representations typical of degraded turbine
blade surfaces �20�.

Though recent progress with DEM is promising, more extensive
validation is required before the technique can be broadly applied
to complex three-dimensional, unsteady flowfields. This will re-
quire flow and surface data with high spatial density for a variety
of flow conditions �e.g., elevated freestream turbulence, nonzero
pressure gradient, surface curvature, etc…�. While data for this
purpose have traditionally been supplied from experiments, recent
advances in computational power and grid-generation algorithms
have opened up the possibility of using computational data from
fully 3D roughness simulations to perform model validation for
DEM. One recent noteworthy advance in computational capability
is the viscous Cartesian grid generation method which was devel-
oped for use with complex geometries such as irregular surface

roughness. When employed over a rough surface, this gridding
strategy reduces the cell count by over an order of magnitude
compared to standard structured grid architectures. This novel grid
generation scheme was employed with a RANS Spalart-Allmaras
turbulence model to provide rough-wall cf and St predictions for
comparison with DEM predictions. The modified DEM model and
3D RANS model were both applied to two roughness geometries
that have also been characterized experimentally. The objective of
this study is to compare the results of the two methods and pro-
vide a comprehensive assessment of the modeling assumptions
intrinsic to the DEM method. At the same time, the 3D RANS model
results provide some indication as to how soon practicing engi-
neers might be able to dispense with the need for roughness mod-
eling altogether.

Roughness Panels
This study employed the same roughness characterizations used

in previous studies by the authors �1,15�. Surface measurements
were made on over 100 turbine components assembled from vari-
ous manufacturers. The components were selected by each manu-
facturer to be representative of surface conditions generally found
in the gas turbine inventory. In order to respect proprietary con-
cerns of the manufacturers, strict source anonymity has been
maintained for all data in this publication.

3D surface measurements were made on the assembled hard-
ware using a Taylor-Hobson Form Talysurf Series 2 contact stylus
measurement system. The complete results are reported in Ref.
�1�. Of the surfaces available, two different configurations were
selected for this study. These include one fuel deposit surface and
one erosion/deposit surface. The fuel deposit surface contains
large, widely spaced roughness peaks elongated in the flow direc-
tion while the erosion surface has smaller roughness elements that
are more evenly distributed. The surfaces were scaled to match the
roughness height to boundary layer momentum thickness ratios
typical of other turbine studies �i.e., 0.5�k /��3, where �
=2.2 mm in the experimental facility� �21,22�. Table 1 contains
roughness statistics for the two surfaces. Both surfaces would be
considered “fully rough” according to the established criterion,
k+�70. The scaled models were fabricated into 280 mm
�streamwise��360 mm �cross-stream��6 mm �average thick-
ness� test panels using a StrataSys Inc. GeniSys Xi 3D plastic
printer. The same 3D surface data used by the printer were also
used for the CFD models. The surface data spatial resolution was
0.3 mm in all but the y direction, which matched the minimum
resolution of the printer.

Experimental Facility and Database
The research facility used for the experiments is described in

detail in Ref. �15� and only a brief summary will be given here.
The open loop wind tunnel located at Wright-Patterson AFB uses
a centrifugal blower to provide a nominal mass flow of 1.2 kg /s
to the test section �Fig. 1�, yielding approximately Rex�900,000
at the roughness panels. A heat exchanger was used to vary the
flow temperature from 18°C to 54°C for heat transfer measure-
ments. The flow from the blower enters a conditioning plenum of
0.6 m diameter before reaching the final rectangular wind tunnel
section. The freestream turbulence level at the measurement loca-
tion is 1%. At 1.22 m from the plenum exit a knife-edge boundary
layer bleed with suction restarts the boundary layer, making the

Table 1 Surface statistics for scaled roughness models

Type
Ra

�mm�
k=Rz
�mm�

Rt
�mm�

�s
�14�

k+

�Rek�
kf�

�23� �mm� Sw /S

Fuel deposit 1.17 4.04 7.3 35.1 322 7.86 1.22
Erosion 0.52 2.68 4.23 22.1 481 8.23 1.20
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aspect ratio �span/height� of the final wind tunnel section approxi-
mately 1.7. The top wall of this final section was adjusted for
�nominally� zero pressure gradient. A trip located 2.5 cm from the
leading edge insures turbulent boundary layer development.

The roughness panels are preceded by 1.04 m of smooth Plexi-
glas wall �of comparable thermal properties to the plastic panels�.
Accordingly, the flow experiences a transition from a smooth to
rough wall condition at the leading edge of the roughness panels.
To reduce the influence of the abrupt change in surface roughness,
the first 20 mm of roughness was scaled to transition linearly from
the smooth upstream wall to the full roughness height.

The skin friction measurement was made using a hanging ele-
ment balance �15�. Essentially, the balance consists of a free-
floating test section suspended from an apparatus atop the tunnel
using thin Nichrome wires. The wires are positioned outside the
wind tunnel and are affixed to the four corners of a metal support
plate upon which the plastic test panels are mounted. The test
panels are positioned flush with the bottom of the wind tunnel.
When air is flowing in the tunnel, the plate moves downstream
under the applied shear force. This motion was a maximum of
approximately 2.5 mm for the highest drag case tested. For such
small plate translations, the restoring force of the suspended ap-
paratus is approximately linear with streamwise plate deflection.
Using a string-pulley calibrator with fractional gram weights, this
restoring force was calibrated over the full range of deflections
observed in practice. The plate deflection was measured using a
Capacitec Model No. 4100-S capacitance meter mounted to the
side of the test plate, outside the tunnel walls.

The test plate is suspended with a 0.5 mm gap at the leading
edge and a trailing edge gap which is set to 0.5 mm greater than
the maximum expected excursion. These gaps allow unrestrained
motion of the plate under the applied shear force. The gaps also
permit differential pressure forces to affect the net displacement of
the test plate. To mitigate these pressure forces, the leading edge
gap was covered with a 0.05-mm-thick stainless-steel sheet with
7 mm overlap with the roughness panels. The initial 10 mm of
each panel was smooth to accommodate this overlap without in-
terference. Despite this precaution, differential pressures still con-
tributed to the net plate motion. To calculate this component of the
force, pressure taps were installed at midplate thickness on the
adjoining stationary plexiglass pieces, both upstream and down-
stream of the suspended aluminum support plate with the rough-
ness panels. This differential pressure �upstream to downstream�
was measured and deducted from the total displacement �force�
measured by the Capacitec meter. With these precautionary mea-
sures, baseline smooth plate cf values were found to be within 5%
of a correlation from Mills �24�. Repeatability was within �2%
and bias uncertainty was estimated at �0.0002 for the baseline
measurement of cf =0.0035 at Rex�900,000.

For the heat transfer measurements, a FLIR Thermacam SC
3000 infrared camera was mounted over a hole in the Plexiglas
ceiling of the tunnel. The camera setup and data reduction proce-

dure are documented in Ref. �15�. The camera field of view was
roughly 70�90 mm, centered at x=1.2 m. The surface tempera-
tures recorded by the camera were area averaged to obtain the
surface temperature history from which the Stanton number was
determined using the method of Schultz and Jones �25�. This tran-
sient technique uses Duhamel’s superposition method to calculate
the surface heat flux given the surface temperature history. It as-
sumes the panels are a semi-infinite solid at constant temperature
at the start of the transient. To accomplish this, the plastic panels
were mounted on a 12-mm-thick acrylic sheet rather than an alu-
minum plate for this measurement. This acrylic has approximately
the same thermophysical properties as the plastic panels to avoid
thermal wave reflections at the contact surface, thus confirming
the use of the semi-infinite conduction assumption in the data
processing.

Prior to heat transfer testing, the entire test section was main-
tained at room temperature for several hours. Using the flow heat
exchanger, hot air flow was then initiated instantaneously while
monitoring the freestream velocity and temperature above the
measurement site as well as the average surface temperature �with
the infrared �IR� camera�. The spatially averaged heat transfer
coefficient �h� at each time step was then calculated using the
expression in Ref. �15�. With this procedure, baseline smooth
plate St values were found to be within 3% of a correlation from
Mills �24�. Repeatability was within �5% and bias uncertainty
was estimated at �0.00015 for the baseline measurement of St
=0.00215 at Rex�900,000.

Discrete Element Model
The discrete-element model is formulated for roughness ele-

ments with three-dimensional shapes for which the element cross
section can be defined at every height, y. Basic to this approach is
the idea that the two-dimensional, time-averaged turbulent
boundary-layer equations can be applied in the flow region below
the crests of the roughness elements. The differential, boundary-
layer equations including roughness effects are derived by apply-
ing the basic conservation statements for mass, momentum, and
energy to a control volume such as that shown in Fig. 2.

The flow variables are spatially averaged over the transverse �z�
direction and the streamwise �x� direction. The physical effects of
the roughness elements on the fluid in the control volume are
modeled by considering the flow blockage ���, the local element
heat transfer, and the local element form drag. The total form drag
force on the control volume is due to all of the roughness elements
penetrating the control volume and is expressed using a local drag
coefficient as

FD =
1

2
�u2	y�

i=1

Nr

CD,idi�y� �1�

For roughness elements with noncircular cross sections, the fol-
lowing expression was used to determine the local element drag
coefficient

Fig. 1 Schematic of flat plate wind tunnel at the Air Force Re-
search Laboratory „shown for St measurement…

Fig. 2 The discrete-element roughness model control volume
schematic
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CD,i = �� Red,i

1000
	−0.125


i
0.73456 Red,i � 60,000

0.6
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0.73456 Red,i � 60,000


 �2�

where the local roughness element Reynolds number is

Red,i =
�udi

�
�3�

and the eccentricity, 
i, is determined as the maximum �cross-
stream� width of blockage divided by the maximum �streamwise�
length of the blockage at the given elevation �y�.

Likewise, the rate of heat transfer between the elements pen-
etrating the control volume and the fluid is expressed using a local
Nusselt number as

Q = �TR − T�	y�
i=1

Nr

Pw,i
kfNud,i

di
�4�

For roughness elements with noncircular shapes, the wetted pe-
rimeter, Pw, is difficult to determine with certainty even when the
surface is completely characterized using three-dimensional pro-
filometry. For this study, the blockage element perimeter is deter-
mined using an elliptical-element analogy such that the total heat
transfer into the control volume is evaluated as

Q = �kf�TR − T�	y�
i=1

Nr

K
,iNud,i �5�

where K
 is a wetted perimeter correction factor based on the
eccentricity of the blockage element

K
,i = �1

2
�1 +

1


i
2	 −

1

8.8
�1 −

1


i
	2�1/2

�6�

and the local Nusselt number is found from the relationship

Nud,i = 1.7Red,i
0.49Pr0.4 for Red,i  13,776

0.0605Red,i
0.84Pr0.4 for Red,i � 13,776

� �7�

Using the above ideas, the continuity, momentum, and energy
equations for a steady, Reynolds averaged, two-dimensional tur-
bulent boundary layer with roughness become

�

�x
���u� +

�

�y
����� = 0 �8�

��u
�u

�x
+ ���

�u

�y
= −

�

�x
��P� +

�

�y
����

�u

�y
− �u���	�

−
1

2
�

u2

LpLt
�
i=1

Nr

CD,idi �9�

��u
�H

�x
+ ���

�H

�y
=

�

�y
��� kf

cp

�H

�y
− ���h�	� + u

�

�x
��P�

+ �
�u

�y
��

�u

�y
− �u���	 +

1

2
�

u3

LpLt
�
i=1

Nr

CD,idi

+
�kf

LpLt
�TR − T��

i=1

Nr

K
,iNud,i �10�

The void fraction, �, is defined as the fraction of the area open to
flow at a given elevation �y� and equals �1−��, where � is the
blockage fraction. The discrete element model was originally de-
veloped for ordered arrays of uniform roughness elements �e.g.,
hemispheres or cones, Fig. 2� mounted to a smooth, base surface.
In this case, cD and Nu are the same for all the roughness elements
and Lp and Lt are the streamwise and transverse spacing param-
eters respectively. DEM was recently adapted by McClain et al.

�20� for use with nonuniform roughness, in which case the cD and
Nu of each element are calculated separately before being
summed. Lp and Lt are, respectively, the streamwise length and
transverse width of the control volume.

One additional modification necessary for nonuniform rough-
ness is the location of the application of the wall boundary con-
dition. For the irregular surface, this is placed at the mean eleva-
tion �yme� since there is no flat base surface at the minimum
elevation �y=0�. The boundary conditions for the discrete-element
boundary-layer equations with roughness are then

Uniform roughness �e.g., Fig. 2� Nonuniform roughness

y = 0: u = � = 0, H = Hw y = yme: u = � = 0, H = Hw

y → �: u = Ue, H = He y → �: u = Ue, H = He

The turbulence model is not modified to include roughness effects
since the physical effects of the roughness on the flow are explic-
itly included in the differential equations. The Prandtl mixing
length with van Driest damping is used for turbulence closure,
with a turbulent Prandtl number, Prt, of 0.9 for the energy equa-
tion.

Once the boundary-layer equations have been solved, the skin
friction coefficient is evaluated as

Cf =

�1 − ����du

dy
�

y=yme

+
1

2

1

LtLp
�

yme

� ��u2�
i=1

Nr

CD,idi	dy

1
2�Ue

2

�11�

The Stanton number is determined using the expression

St =

− �1 − ��kf�dT

dy
�

y=yme

+
1

LtLp
�

yme

�

�kf�TR − T��
i=1

Nr

K
,iNud,idy

�Uecp�Tw − Te�
�12�

The discrete-element roughness model was implemented in the
finite difference code boundary layer computation �BLACOMP�,
which was used in this study to predict the skin friction and heat
transfer results for the rough surfaces. To solve the boundary-layer
equations in BLACOMP, the boundary equations were transformed
using the modified-Illingsworth coordinate transformations. An
implicit finite difference scheme is used to solve the transformed
boundary layer equations. An expanding grid in the computational
y direction is used in BLACOMP. Because an expanding grid is
used, Lagrangian interpolation polynomials are used to evaluate
second-order accuracy derivatives in the y direction. Derivatives
in the x direction are determined using the first-order backward-
difference technique. Detailed information on the solution method
can be found in Ref. �16�.

For the predictions, the flow was modeled with variable prop-
erties as a function of temperature. The ideal gas law was used for
density and Sutherland’s law was used for viscosity. Changes in
thermal conductivity were determined by allowing the Prandtl
number to vary with temperature using an empirical quadratic
curvefit �26�.

Before executing BLACOMP, the surface data matrix for each
rough surface was evaluated to determine all of the necessary
geometric parameters: yme, ��y�, as well as d�y� and 
�y� for each
roughness element above yme. This process required approxi-
mately 2 h on a standard PC, although it was not optimized for
speed. The computational grid was then developed in BLACOMP

with a streamwise �x� spacing of 0.0025 m. This x spacing was
used to apply 105 x stations in the roughness region of the wind
tunnel. For the entire computational space from the leading knife
edge to the downstream edge of the roughness panels �0x
1.32 m�, 529 x stations were used. The initial y spacing was
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0.005 �equivalent y+=0.19 at midplate�. One hundred y points
were used. This provided 41 points with values of y less than one
and a maximum y value of 57.9 mm. The total grid node count for
all three test cases �smooth, fuel deposit, and erosion� was then
52,900. Finer grid spacing yielded no appreciable improvement in
the solution. BLACOMP is suitable for use on a standard PC, with
typical run times requiring 2–3 min.

3D RANS Model With Viscous Cartesian Grid Genera-
tion

The viscous Cartesian grid generation method is a recently de-
veloped automatic grid generation approach for very complex,
and possibly “dirty” geometries �27�. The three major steps in the
method are described as follows.

Adaptive Cartesian Grid Generation. The grid generation
method is initiated by specifying the minimum and maximum
sizes of Cartesian grid cells to be generated. The adaptive Carte-
sian grid is generated by recursively subdividing a single coarse
root Cartesian cell. Since the root grid cell must cover the entire
computational domain, the surface geometry is contained in the
root cell. The size of the Cartesian cells intersecting the geometry
is controlled by constraining the cell size in the geometry normal
and tangential directions. The recursive subdivision process stops
when all the Cartesian cells intersecting the geometry satisfy the
length scale requirements. To ensure solution accuracy, the maxi-
mum cell aspect ratio and grid smoothness were also monitored.
In the present study, the sizes of any two neighboring cells in any
coordinate direction cannot differ by a factor exceeding two.

Cartesian Grid Front Generation and Smoothing. In order to
“insert” a viscous layer grid between the Cartesian grid and the
body surface, Cartesian cells intersected by the geometry must be
removed, leaving an empty space between the Cartesian grid and
the body surface. All the Cartesian cells intersected by the geom-
etry are determined using a tree-based search algorithm. Once the
Cartesian cells intersected by the geometry, and cells outside the
computational domain are removed, a Cartesian grid “volume”
remains. The boundary faces of this volume form the Cartesian
front. Before this front is “projected” to the geometry, it is
smoothed with a Laplacian smoother.

Projection of the Cartesian Front to the Body Surface. After
the smoothed Cartesian front is obtained, each node in the front
needs to be connected to the body surface to form the viscous grid
needed to resolve the turbulent boundary layer. After the front is
projected to the boundary geometric entities, a “water-tight” sur-
face grid is generated on the boundary. The “foot prints” of the
layer grids on the body surface have the same topology �or con-
nectivity� as the Cartesian front. By connecting each point on the
Cartesian front with the corresponding projected point on the
boundary, a single layer of prism grids is obtained. This single
layer can be subdivided into multiple layers with proper grid clus-
tering near the geometry to resolve a viscous boundary layer.

Examples of viscous adaptive Cartesian grids for both the fuel
deposit and the erosion surface geometries are displayed in Fig. 3.
The surface grid generated from the Cartesian front projection is
displayed in Fig. 4 �for the erosion surface only�. The grid cells
near the roughness panels are adaptively refined to resolve the
roughness elements.

Numerical Method. A flow solver capable of handling arbi-
trary polyhedrons has been developed to uniformly handle the
adaptive Cartesian and the viscous layer grids �27�. The Reynolds-
averaged Navier-Stokes equations can be written in the following
integral form

�
V

�Q

�t
dV +�

S

�F − F��dS = 0 �13�

where Q is the vector of conserved variables; and F and Fv are
inviscid and viscous flux vectors, respectively. The integration of
Eq. �13� in an arbitrary control volume, Vi, gives

dQ̄i

dt
Vi + �

f

FfSf = �
f

F�,fSf �14�

where Q̄i is the vector of cell-averaged conserved variables; Ff
and Fv,f are the numerical inviscid and viscous flux vectors
through face f; and Sf is the face area. To compute the inviscid
and viscous fluxes through any given face, the standard Godunov-

Fig. 3 Cutting planes showing the viscous adaptive Cartesian
grids for the: „a… fuel deposit; and „b… erosion surfaces. Rough-
ness regions are 240 mmÃ120 mm and 240 mmÃ60 mm, re-
spectively. The two circles in „a… denote roughness peaks re-
ferred to in subsequent discussion.

Fig. 4 Surface grid on the erosion surface showing grid re-
finement near leading edge
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type finite volume approach is employed. Using a linear least-
squares reconstruction algorithm, a cell-wise linear distribution
can be built for each solution variable �in the present study the
primitive variables�. To compute the inviscid flux, an approximate
Riemann solver such as Roe flux difference splitting �28� is used
given the reconstructed solutions at both sides of a face. To handle
steep gradients or discontinuities, a limiter due to Venkatakrishna
�29� is used. The viscous flux is computed using a simple and
robust approach presented by Wang �30� without a separate vis-
cous reconstruction.

Although explicit schemes are easy to implement, and are often
useful for steady-state, inviscid flow problems, implicit schemes
are found to be much more effective for viscous flow problems
with highly clustered computational grids. An efficient block �LU-
SGS� lower-upper symmetric Gauss-Seidel �LU-SGS� implicit
scheme �31� has been developed for time integration on arbitrary
grids. This block LU-SGS �BLU-SGS� scheme takes much less
memory than a fully �linearized� implicit scheme, while having
essentially the same or better convergence rate. The BLU-SGS
scheme can be used to integrate Eq. �13� with first- or second-
order accuracy. For steady flow computations, the backward Euler
approach is employed, i.e.

Qi
n+1 − Qi

n

�t
Vi + �

f

Ff
n+1Sf = �

f

F�,f
n+1Sf �15�

To simulate flow turbulence, a RANS Spalart-Allmaras �S-A�
model was employed without modifications as described in Refs.
�32,33� The computational domain extends from x
=0 m to 2.04 m in the wind tunnel shown in Fig. 1. To further
reduce the computational cost, only 1 /3 of the 0.36 m transverse
span of the tunnel is included in the computational domain for the
fuel deposit surface, while only 1 /6 is included for the erosion
surface. Symmetry or slip wall boundary conditions are used on
the two end walls in the spanwise direction.

Two viscous adaptive Cartesian meshes were generated for
each of three cases: smooth wall, fuel deposit surface, and erosion
surface. The cell count and average y+ for the first layer grid next
to the wall are shown in Table 2.

For the rough surfaces, the fine grid essentially doubles the grid
resolution near the roughness panels while maintaining an average
y+ of 1 in the wall normal direction. The coarse mesh has a
spanwise direction grid resolution of about 1 mm, while the fine
mesh has a spanwise grid resolution of about 0.5 mm. The fine
grids have about 50–80 layers in the tunnel height direction. If
structured grids were used for this configuration, the fine grid
would have about 10–25 million cells. Thus, by using the viscous
adaptive Cartesian grid approach, the number of grid cells is re-
duced by over an order of magnitude.

To further speed convergence, local time steps are used in Eq.
�15�. The flow convergence is monitored by the history of the
average cf and St over the roughness panels, with the solution
typically converging after a few thousands of iterations. Grid gen-
eration was executed on a Pentium 4 Linux workstation
�2.8 GHz�, requiring 2–4 h/rough surface. Due to the size and
complexity of the surfaces, even the finer computational grids
required that the surface data matrix be sampled by every fourth
data point in the streamwise �x� and spanwise �z� directions. The
surface resolution was thereby reduced from the printed experi-
mental model, with approximately 14% less wetted surface area.
The RANS solver required 24 h to reach a converged solution on a
Linux cluster with eight processors.

To simulate the transient method used for the experimental St
measurement, both models start the thermal and velocity bound-
ary layers simultaneously at x=0 �without an unheated starting
length�. Also, since the thermal boundary condition at the wall is
neither constant wall temperature nor constant wall heat flux, the
models employed an exponential Tw�x� boundary condition de-
rived empirically by Ref. �34�, i.e., �Te−Tw�x�� /�TTS= �x /xTS�0.1.
This distribution accounts for the increased thermal resistance of
the thermal boundary layer from the leading edge to the measure-
ment location. The experimental freestream velocity and tempera-
ture were used as inflow conditions.

Results and Discussion
Table 3 contains the predicted and experimental values of area-

averaged cf and St for the smooth and rough panels. The 3D RANS

data are for the fine and coarse grid models. Also shown in the
table are smooth and rough-wall correlation values which are pro-
vided as a reference �24,35–39�. The various rough wall correla-
tions were all derived using a sand-grain roughness height �ks�
based on the experimentally measured Sigal-Danberg ��s� param-
eter from Table 1. The smooth wall empirical correlations for cf
and St were taken from Ref. �24�.

The skin friction predictions for both the DEM and 3D RANS

fine-grid models are within �8% of the experimental values in all
three cases. This is a marked improvement over the ks-based em-
pirical correlations for cf which ranged from 16% below to 20%

Table 2 Grid sizes for 3D RANS model

Number of cells Average y+

Smooth wall—coarse 37,888 0.8
Smooth wall—fine 58,368 0.3
Fuel deposit surface—coarse 364,005 �1
Fuel deposit surface—fine 1,260,051 �1
Erosion surface—coarse 873,221 �1
Erosion surface—fine 1,601,430 �1

Table 3 Comparison of cf and St data from experiment, computation, and correlations

Smooth
Fuel

deposit
Erosion
surface

Skin friction, cf
Experimental 0.00349 0.00937 0.0103
Discrete element model �DEM� 0.00375 0.00940 0.0111
3D RANS model—fine 0.00345 0.00971 0.0100
3D RANS model—coarse 0.00333 0.0128 0.0113
Empirical correlations �24,35–37� 0.00367 0.0083–0.0112 0.0087–0.0119

Stanton number, St
Experimental 0.00215 0.00308 0.00308
Discrete element model �DEM� 0.00225 0.00360 0.00345
3D RANS model—fine 0.00204 0.00268 0.00288
3D RANS model—coarse 0.00199 0.00255 0.00259
Empirical correlations �24,36,38,39� 0.00219 0.0034–0.0037 0.00345–0.0038
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above the measured values. The agreement in St is not as good,
with the two model predictions falling within �17% of the ex-
perimental data �compared to �23% for the empirical correla-
tions�.

An alternative comparison can be made by calculating the per-
cent change in cf �or St� from the smooth baseline value in each
data set. Since the smooth-wall values were not equivalent, this
comparison focuses exclusively on the changes in skin friction or
heat transfer due to roughness alone �Fig. 5�. From this perspec-
tive it is clear that both models are in closer agreement with the
experimental data for the erosion surface compared to the fuel
deposit surface. The surface maps in Fig. 3 and the roughness data
in Table 1 show that the largest roughness elements �Rt� on the
fuel deposit surface are 70% larger than for the erosion surface.
The discrete element model is based on the premise that rough-
ness effects can be modeled as bulk momentum deficit �and heat
transfer� source terms in the turbulent boundary layer equations.
Boundary layer development in the “nonblocked” portion of the
control volume is modeled as a two-dimensional equilibrium
boundary layer. These assumptions become less accurate as large
roughness elements protrude to nearly 25% of the boundary layer
thickness. Consequently, it is not surprising that the DEM under-
estimates the pressure drag component of cf on the largest ele-
ments for the fuel deposit panel. At the same time, DEM overes-
timates the augmented heat transfer �Nu� associated with
heightened mixing in the wake of these large elements. Since the
roughness element Nu correlations �Eq. �7�� are based on local
Red, they do not account for the mutual influence of randomly
clustered roughness elements which tend to alter coherent wake
structures. This disconnect becomes more pronounced as the
roughness peaks become larger and less evenly distributed �Fig.
3�. This could explain why the DEM �St prediction is 10% higher
than the experimental �St for the erosion surface and 17% higher
for the fuel deposit panel.

The RANS fine-grid simulation also yields closer agreement to
the experiment in the case of the smaller roughness �erosion� sur-
face compared to the fuel deposit surface. However, the trends in
the 3D RANS prediction for the fuel deposit surface are opposite
that of the DEM. The �cf prediction is 15% above the experimental
value while the �St prediction is 14% below. This is due at least
in part to the resolution of the viscous layer grid adjacent to the
body surface. The data in Table 3 show that a doubling of the near
wall grid resolution �from coarse grid to fine grid� produced a
much closer agreement with the experimental data for both cf and
St. As indicated earlier, even the fine-grid model required a
sparser sampling of the roughness data �i.e., every fourth point�
for a tractable 3D simulation. The corresponding decrease in wet-
ted surface area could explain the lower predicted heat transfer.

Also, the decreased definition of the larger roughness elements on
the fuel deposit surface creates smoother peaks protruding into the
boundary layer and may overestimate their pressure drag compo-
nent. Thus, it is likely that increased grid definition may produce
even closer agreement with experimental data for surfaces with
large roughness elements.

In summary, despite the enormous increase in required analysis
time �2–3 min for 2D DEM versus 24 h for 3D RANS on a fine
grid� the results show nearly equivalent accuracy but with oppos-
ing trends when compared to the experimental data. Nevertheless,
the spatial resolution in the three-dimensional RANS simulation
provides a unique opportunity to evaluate the various assumptions
made in the discrete element model. One of these assumptions is
the location of the reference height at which the smooth wall shear
and heat transfer is evaluated. For this study, the mean elevation
of the roughness surface �yme� was used since it is the average
height of the “no-slip” location along the surface. This is consis-
tent with the observations of Schlichting and Taylor �8,16� that
yielded most meaningful results when the “melt down” surface
was used as the reference height. The “melt down” surface is the
resulting surface if all the material were melted down and allowed
to solidify with a constant height in the same planform area. The
“melt down” surface height is thus equivalent to the mean eleva-
tion height.

To evaluate the use of the mean elevation as the reference
plane, the 3D RANS cf and St data were divided into contributions
from above and below the midplane. These data are shown in
Table 4 as percentages of the cf �or St� for the entire roughness
panel. Also shown in Table 4 are the DEM data which have been
split into contributions from the roughness elements �above yme�
and from the smooth reference surface �at yme�.

In all cases, it appears that the discrete element model overem-
phasizes the relative contribution of the roughness peaks above
the mean elevation when compared to the 3D RANS simulation.
This disparity is more pronounced in the case of skin friction due
to the large contribution of pressure drag that is only attributed to
that portion of the roughness peaks above the mean elevation in
the DEM simulation. The discrete element model used in this study
was originally developed from experimental data with ordered
roughness element arrays �e.g., cones or hemispheres� mounted to
a smooth, flat subsurface. In that case, the mean elevation plane is
located a fixed distance above the flat subsurface, which is a solid
surface with no flow below it. The air volume between the sub-
surface and yme is in the lower portion of the boundary layer, thus
drag forces due to velocity gradients ��w� are likely to be more
significant than drag forces proportional to velocity magnitude
�pressure drag�. Also, the horizontal surface area of the mean el-
evation plane is approximately equal to that of the flat subsurface.
Thus, neglecting the flow below the mean elevation and account-
ing for all of the contributions to drag �and heat transfer� associ-
ated with the valleys at the smooth mean elevation surface are
reasonable approximations.

When DEM was adapted to real rough surfaces, the same as-
sumptions were employed. By approximating the roughness be-
low the mean elevation in this way, DEM underestimates both the
wetted surface area and the integrated pressure force on the rough-

Fig. 5 Comparison of % change in cf and St from experiment
and computation: „3D RANS data from fine grid only…

Table 4 Comparison of cf and St contributions above and be-
low mean elevation

Deposit
surface

3D RANS

Deposit
surface

DEM

Erosion
surface

3D RANS

Erosion
surface

DEM

cf above yme �%� 58 83.4 62 89.5
cf below yme �%� 42 16.6 38 10.5
St above yme �%� 59.3 68.6 55.9 62.8
St below yme �%� 40.7 31.4 44.1 37.2
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ness elements. Table 1 indicates that the wetted surface area for
the two roughness models �Sw� is approximately 20% greater than
the equivalent smooth planform surface area �S�. Assuming that
half of this increased wetted area �i.e., 10%� is below the mean
elevation, this is roughly equivalent to the 7–9% underestimate of
the fraction of St below yme made by the DEM �compared to 3D
RANS�. For the net drag force, both the wall shear and pressure
drag components are affected. Thus, the wetted surface area re-
duction would affect skin friction drag by the same 7–9% and
pressure drag would be responsible for the rest of the disparity in
total drag �19–22%�. This of course assumes that the 3D RANS

data accurately represent the flow over the rough surface. Since
the agreement between the RANS simulation and the experimental
data is hardly better than that for the DEM �Fig. 5�, it is premature
to suggest modifications to the DEM approximations that were bor-
rowed from ordered roughness element experiments.

In fact, the beauty of the discrete element model is that it pro-
duces such good agreement with the experimental data without
special treatment for random versus ordered roughness and with-
out the need for complicated three-dimensional surface grids. This
agreement is made possible through careful treatment of the
roughness peaks above the mean elevation, which compensates
for the underestimate of the roughness valleys. To illustrate this
point, the drag and heat transfer distributions for two isolated
peaks on the fuel deposit surface were evaluated using both 3D
RANS and DEM. The peak locations are indicated with circles in
Fig. 3�a�. Both peaks are elliptical in shape with maximum
streamwise extents at yme of 40 mm and 36 mm, respectively �for
Peaks 1 and 2� and maximum spanwise extents at yme of 16 mm
and 12 mm. The maximum elevations are approximately 3 mm
above the mean panel height of 6 mm �i.e., 9 mm� for both peaks.

For this comparison, the isolated peaks were first evaluated
using the 2D discrete element model. The mean velocity profiles
at the streamwise locations corresponding to the peaks centers
were evaluated to determine the Red�y� distributions which were
then used in Eqs. �2� and �7�. This yielded the drag deficit and heat
transfer source terms �as functions of elevation, y� that were then
incorporated into the two-dimensional turbulent boundary layer
equations �Eqs. �8�–�10��. These drag and heat transfer distribu-
tions are presented in Fig. 6. This figure shows the percentage of
total drag �and heat transfer� at 12 equal intervals through the
roughness elements’ maximum peak-to-valley height. The contri-
butions from the surface region below yme are shown at a constant
value to represent the fraction of cf and St accounted for at the
mean elevation in the DEM model. Thus, the total area to the left of
each plot sums to 100%. Also, the area represented in the regions
above and below yme �6 mm� match those indicated for the fuel
deposit surface DEM results in Table 4 �i.e., 83.4% of cf and 68.6%
of St above yme.�

The same data were also extracted from the 3D RANS fine-grid
simulation and are included in Fig. 6 as well. It should be noted
that since the elevation intervals considered in Fig. 6 �0.5 mm� are
comparable in size to the fine-grid surface resolution, the pressure
drag component of cf integrated over the roughness elements is
extremely sensitive to the cutoff elevation intervals being consid-
ered. Thus, when considering a single peak, the cf�y� distribution
fluctuates dramatically making a direct comparison of cf between
DEM and 3D RANS for an isolated peak impossible. These fluctua-
tions are attenuated considerably when the entire roughness sur-
face is evaluated and a polynomial curve fit to the cf�y� distribu-
tion is used. This global measurement curve is shown in Figs. 6�a�
and 6�b�. Thus the 3D RANS cf�y� distributions are identical for
both peaks. The St distributions are not sensitive in this way and
the figure shows the individual data for each peak.

The primary observation from Fig. 6 is that nearly 50% of the
total drag in the 3D RANS prediction occurs below y=6 mm. To
compensate for this large drag component, the discrete element
model necessarily exaggerates the drag for the part of the rough-

ness peak above the mean elevation relative to the 3D RANS pre-
diction. As indicated earlier, the empirical relations used by the
DEM to calculate the drag coefficient �Eq. �2�� were determined by
extensive calibrations using a number of deterministic surface
roughness data sets �40�. These data sets were all taken using
smooth subsurfaces to which roughness elements were added.
When the smooth subsurface is not present, as is the case with the
real roughness surfaces evaluated here, some of the flow momen-
tum necessarily enters the valleys below the mean elevation, cre-
ating increased drag in this region. This three-dimensional flow
shift also decreases the effective Reynolds number on the upper
half of the roughness peak, reducing the drag component in this
region. Figure 7 highlights this three-dimensional flow behavior
using flow streamlines around roughness Peak 2 from the 3D
RANS fine-grid simulation. All of the streamlines start at x
=1.23 m and various y and z locations between 4 mm and 6 mm
elevation in front of the roughness peak.

For roughness with modest peak elevations �such as the erosion
surface� the redistribution of momentum assumed by the discrete
element method maintains an appropriate level of total drag for
the surface. Apparently, as the roughness peaks become large rela-
tive to the boundary layer thickness �such as for the deposit sur-
face�, the redistribution undercompensates for the pressure drag

Fig. 6 Drag and heat flux distributions with elevation for iso-
lated peaks on deposit surface. Both DEM and 3D RANS results
shown: „a… Peak 1 and „b… Peak 2.
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component and thus DEM underpredicts the total drag force. The
opposite occurs for heat transfer where the DEM redistribution of
boundary layer momentum overcompensates for the heat transfer
below the mean elevation, thus producing an overestimate for St
as roughness elements become large.

The observation that the discrete element model underestimates
the contributions to cf and St from the roughness elements below
the mean reference surface raises a limitation in the application of
this model. DEM accounts for roughness elements that protrude
into the boundary layer from the smooth reference surface, but in
its present formulation it does not account for the influence of
roughness valleys �below the reference level�. Thus a dimpled
surface would be evaluated as essentially smooth, though dimples
are known to generate vortical structures that enhance heat trans-
fer and �to a lesser extent� increase skin friction �41�. Bons et al.
�1� found that for turbines, surface pitting and thermal barrier
coating �TBC� spallation are both roughness characterizations
with a strong negative skewness �large valleys below the mean�. It
is expected that the DEM model would underestimate the cf and St
for these surfaces. The 3D RANS model, however, fully discretizes
the roughness valleys as well as the roughness peaks and does not
experience this deficiency. To demonstrate this capability, a third
roughness surface scaled from TBC spallation on a first stage
turbine blade was simulated with the RANS model using a fine
grid. The predicted �cf due to roughness was 134% �compared to
121% from experiment� and the predicted �St was 24% �com-
pared to 30% from experiment�. These predictions show closer
agreement to the experimental values than for the fuel deposit
surface, although the trend is the same as that noted in Fig. 5

�overestimate for cf and underestimate for St�. This TBC spalla-
tion surface also has large peak-to-valley roughness features �Rt
=6.4 nm� though the skewness is −0.7 compared to 0.1 for the
fuel deposit surface.

Conclusions
Skin friction �cf� and heat transfer �St� predictions were made

for a turbulent boundary layer over randomly rough surfaces at a
Reynolds number of 900,000. Two different approximations are
used to characterize the roughness in the computational model:
the discrete element model and full 3D discretization of the sur-
face. Comparisons were made to experimentally measured values
of cf and St for two unique roughness characterizations. The fol-
lowing conclusions are offered based on the results:

�1� Both methods predict cf to within �8% and St within
�17%, the RANS code yielding slightly better agreement.
This is a significant improvement over the standard empiri-
cal roughness correlations;

�2� In both cases, agreement with the experimental data is less
favorable for the surface with large roughness features �de-
posit surface�;

�3� The improved accuracy of the 3D RANS simulation comes
with a 2–3 order of magnitude increase in computational
time �2–3 min for DEM versus 24 h for 3D RANS�. Indica-
tions are that even finer grid resolution may be necessary to
improve the 3D RANS model predictions;

�4� The 3D RANS simulation is also capable of analyzing sur-
faces composed primarily of roughness valleys �rather than
peaks�, a feature that DEM does not have in its present for-
mulation;

�5� The versatility of the discrete element model is evidenced
by the successful application of correlations developed us-
ing ordered roughness elements to random roughness char-
acterizations without modification or adaptation; and

�6� The DEM underestimates the drag and heat transfer contri-
butions from the roughness below the mean elevation. This
is compensated for by exaggerated roughness contributions
above the mean elevation. This adjustment appears to work
well for deterministic roughness and for real roughness as
long as the peak elevations are small relative to the bound-
ary layer thickness. The compensation breaks down with
larger roughness peaks, yielding an overestimate for St and
underestimate for cf.
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Nomenclature
cD � local element drag coefficient
cf � skin friction coefficient, �w / �0.5�Ue

2�
cp � specific heat at constant pressure
d � roughness element mean diameter
h � convective heat transfer coefficient
H � specific enthalpy

Fig. 7 Flow streamlines around Peak 2 on deposit surface
„from 3D RANS simulation…: „a… top view—flow is left to right;
and „b… view from upstream
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k � average roughness height ��Rz�
kf � fluid conductivity
ks � equivalent sand-grain roughness
k+ � ksu� /��Rek

kf� � roughness height adjusted for mean angle �23�
K� � elliptical element area correction factor
Nr � number of roughness elements

Nud � local element Nusselt number �hd /kf�
P � pressure

Pw � roughness element wetted perimeter
Pr � Prandtl number �� /���=0.71�
Prt � turbulent Prandtl number ��0.9�
Q � local element heat transfer

Ra � centerline average roughness
Rex � Reynolds number �Uex /��

Rt � maximum peak to valley roughness
Rz � average peak to valley roughness

s � flat model �planform� surface area
Sk � skewness of height distribution
St � Stanton number, h / ��cpUe�
Sw � roughness model wetted surface area
T � temperature
t � time

U� � freestream velocity
u � local streamwise velocity

u� � friction or shear velocity ��w /�
v � local velocity normal to wall
x � streamwise distance from tunnel floor leading

edge
y � surface normal coordinate
z � spanwise coordinate
� � thermal diffusivity �kf /�cp�, blockage fraction
� � void fraction �1−��
	 � boundary layer thickness

 � ellipse eccentricity

�s � Sigal-Danberg roughness parameter �14�
� � dynamic viscosity
� � kinematic viscosity
� � boundary layer momentum thickness
� � density

�w � wall shear

Subscripts
e � freestream
i � individual roughness element

me � mean elevation
R � roughness element

TS � test section measurement location
w � surface or wall
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